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Abstract

Since the middle of the eighteenth century, matufag has functioned as the
main engine of economic growth and development.dderwy in recent research,
questions have been raised concerning the continimfdortance of the

manufacturing sector for economic development. phjger reexamines the role
of manufacturing as a driver of growth in develaptountries in the period 1950-
2005.

The paper makes use of a newly constructed patatet of annual value added
shares (in current prices) for manufacturing, intysagriculture and services for
the period 1950-2005. Regression analysis is usedntlyse the relationships
between sectoral shares and per capita GDP grouwtttdifferent time periods and
different groups of countries. Besides an analysfs the contribution of

manufacturing to growth, we also examine the cbotion of manufacturing and
services to growth accelerations, using a modifiedsion of the Hausmann,
Pritchett and Rodrik definition of growth accelaoats. The empirical analysis is
generally consistent with the engine of growth Higpsis. The role of

manufacturing seems to be of particular importadaeng growth accelerations.
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Is Manufacturing still an Engine of Growth in Developing

Countries?

Adam Szirmai and Bart Verspagen

1 Introduction:

This paper addresses the question of the importahaeanufacturing for economic
development. In the older development economiesditire, there was a near consensus
that manufacturing was the high road to developnt@atcess in economic development
was seen as synonymous with industrialization. Téossensus now seems to be
unravelling. In advanced countries, service secaoount for over two thirds of GDP.
This alone gives the service sector a heavy waigl@conomic growth. In developing
countries the share of services is also substatitied now argued that services sectors
such as software, business processing, financeunisin may act as leading sectors in
development and that the role of manufacturingeasliding in developing economies.
The prime exemplar for this is India since the 1090ther authors argue that it is not
manufacturing as a whole that is important, bussators of manufacturing such as ICT
(Fagerberg and Verspagen, 1999).

On the other hand, the East Asian experience dentsmthe key role that
industrialisation has played in the economic dewalent of developing countries in the
past fifty years. All historical examples of suck@s economic development and catch up

have been associated with successful industriedis§®zirmai, 2009).

This paper tackles these questions empiricallylyaimgy a dataset of 90 countries,
including 21 advanced economies and 69 develomngtcies, covering the period 1950-
2005. The focus of the analysis is on the ‘Engih&mwth Hypothesis’ which posits

that manufacturing is the key sector in economicetijpment. We examine questions



such as how important has manufacturing been iwthr@and catch up in developing
countries in the post-war period and what can wenieg from these experiences about

the future role of manufacturing in development?

The paper is structured as follows. In section 2 kbriefly note that till 1950,
industrialization had bypassed much of the develppworld. We document the
subsequent process of structural change in devejopountries and the increased
importance of developing countries in the structwfe world manufacturing. The
theoretical and empirical arguments for the Engih&rowth hypothesis are summarised
in section 3. Sections 4 and 5 review some oféeent contributions in the literature and
develop hypotheses which guide our empirical aeslyBata and methods are discussed
in section 6. The preliminary empirical results gmesented in section 7. Section 8

concludes.
2 The Emergence of Manufacturing in Developing Counties

2.1 Background

Since the Industrial Revolution, manufacturing leted as the primary engine of
economic growth and development. Great Britain thasfirst industrialiser and became
the technological leader in the world economy. Fr@reat Britain manufacturing
diffused to other European countries such as Belgbwitzerland, and France and later
to the United States. (Crafts, 1977; Bergier, 1988llard, 1990; Von Tunzelmann,
1995). Famous latecomers to the process of indilisation were Germany, Russia and
Japan

What about the developing countries? From the haidd the nineteenth century
onwards, the world economy had divided into indakteconomies and agricultural
economies (Arthur Lewis, 1978 a, b; Maddison, 2@17). Colonies and non-colonised
countries in the tropics remained predominantlyaegn, while the Western world and
the Asian latecomer Japan industrialised. Indusgrawth in the West created an

increasing demand for primary products from devielgpcountries. Technological



advances in transport, infrastructure and commtinicaexpanded the opportunities for
trade. Thus, the colonial division of labour canmtoibeing. Developing countries
exported primary agricultural and mining productshie advanced economies. Industrial
economies exported their finished manufactured gotmd the developing countries.
Industrialisation became synonymous with wealtlonemic development, technological
leadership, political power and international doamoe. The very concept of
development came to be associated with industiadis. Industrialisation was rightly
seen as the main engine of growth and development.

In developing countries, moves towards induss#ion were scarce and hesitant.
Towards the end of the nineteenth century, onesfewth beginnings in Latin American
countries such as Brazil, Argentina, Chile and Mexand large Asian countries such as
India and Chin&.But developing countries still remained predomthadependent on
agriculture and mining. Arthur Lewis has arguedt ttii@ shear profitability of primary
exports was one of main reasons for the speciaisaf developing countries in primary
production. But colonial policies also played a atag role (Batou 1990). For instance,
in India, textile manufacturing suffered severalgnh restrictive colonial policies which
favoured production in Great Britain.

Whatever the reasons, the groundswell of globdustrialisation, which started in
Great Britain in the eighteenth century, swept tigio Europe and the USA and reached
Japan and Russia by the end of the nineteenth rgergubsided after 1900 (Pollard,
1990). With a few exceptions, developing countiese bypassed by industrialisation.
The exceptions were countries such as ArgentinaziBand South Africa which profited
from the collapse of world trade in the crisis weaf the 1930s to build up their own
manufacturing industries, providing early exampmésuccessful import substitution. In
Asia, China and India experienced some degreedufsinialisation in the late nineteenth

century, but industrialisation only took off aftdrese countries freed themselves from

% Around 1750, the Indian textile industry was praidg around one quarter of global textile outpug(e
Roy, 2004). However, the basis of production waserastisanal than industrial. Marc Elvin (1973) eve
argues that China created the world’s earliest mweickd industry between the™@nd the 1% century,

before becoming caught in what he calls the higiellequilibrium trap resulting in centuries of stagjon.



colonialism and external domination. On the whdlee developing world remained
overwhelmingly oriented towards primary production.

This started to change in 1945. After a pauseiftf fears developing countries
rejoined the industrial race in the post-war per{(edy. Balance, et al., 1982). Since
World War I, manufacturing has emerged as a majtivity in many developing
countries and the shape and structure of globalufaaturing production and trade has
changed fundamentally. The colonial division ofdabof the late nineteenth century has
been stood on its head. Large parts of manufagtunave relocated to developing
countries which supply industrial exports to thehricountries. Some developing
countries have experienced a process of rapid cgtakhich was invariably tied up with

successful late industrialisation (Szirmai, 20081®.

2.2 Structural Change and the Emergence of ManufacoguimnDeveloping
Countries, 1950-2005

The following tables document the process of stmattchange in developing countries
in the period 1950-2005, making use of our new mtaTable 2 presents shares of
agriculture, industry, manufacturing and serviaasaf subsample of 29 larger developing
countries. In 1950, 41 per cent of developing cou®DP originated in the agricultural
sector. It declined dramatically to 16 per cen2@®5. It is worth noting that the average
share of services in the advanced economies weadsir40 percent in 1950, far higher
than the total share of industry. Thus, the patt#rstructural change in developing
countries differs radically from the traditionaltfgans of structural change, in which the
rise of industry precedes that of the service secto

In 1950, the share of manufacturing in develogingntries was only 11 per cent of
GDP compared to 31 per cent in the advanced ecasorhhis is low in comparative
perspective, but much higher than one would exfeeatountries that are just embarking
on a process of industrialisatidrhe only countries which really had negligible rgfsa

* It is likely that the early national accounts figveloping countries focus on the formal sector s

will exaggerate the share of manufacturing,. Thegydtto underestimate informal activities and the



of manufacturing were Tanzania, Zambia and Niganic Sri Lanka. Latin America is by
far the most industrialised region in 1950.

The average share of manufacturing increased|idealeloping countries between
1950 and 1980, peaking at around 20 per cent irednky eighties. Between 1980 and
2005, the share of manufacturing continued to smeein many Asian economies, but
there were processes of deindustrialisation innLAinerica and Africa. This was most
marked in Latin American countries where the sldmmanufacturing declined from 24
to 18 percent on average. In the advanced econprthiesshare of manufacturing
declined substantially from 31 percent in 1945 Zgpg&rcent in 2005. The most important
sector in 2005 is the service sector, accountingafound 70 per cent of GDP, up from
43 per cent in 1950.

In comparative perspective we observe a long-rmmarease in the shares of
manufacturing in developing countries and a long-aontraction in the shares of
manufacturing in the advanced economies. By 20@baverage share of manufacturing
in the developing world is somewhat higher tharthie advanced economies. But the
deindustrialisation trend which characterises tteaaced economies is also visible in

Africa and Latin America after 1980.

agricultural sectors, even though several of th@nal account do present estimates of the non-taoye

sectors.



Table 1: Structure of Production, 1950-2005

(Gross value added in agriculture, industry and services as percentage of GDP at current prices,
29 developing countries)

1950 (a) 1960 (b) 1980 2005 (c)

AG IND MAN SERV | AG IND MAN SERV | AG IND MAN SERV | AG IND MAN SERV
Bangladesh d 61 7 7 32 57 7 5 36| 32 21 14 48 20 27 17 53
China 51 21 14 29 39 32 27 29| 30 49 40 21 13 48 34 40
India 55 14 10 31 43 20 14 38| 36 25 17 40 18 28 16 54
Indonesia 58 9 7 33 51 15 9 33| 24 42 13 34 13 47 28 40
Malaysia 40 19 11 41 35 20 8 46 | 23 41 22 36 8 50 30 42
Pakistan 61 7 7 32 46 16 12 38| 30 25 16 46 21 27 19 51
Philippines 42 17 8 41 26 28 20 47 | 25 39 26 36 14 32 23 54
South Korea 47 13 9 41 35 16 10 48 | 16 37 24 47 3 40 28 56
Sri Lanka 46 12 4 42 32 20 15 48 | 28 30 18 43 17 27 15 56
Taiwan 34 22 15 45 29 27 19 44 8 46 36 46 2 26 22 72
Thailand 48 15 12 37 36 19 13 45 | 23 29 22 48 10 44 35 46
Turkey 49 16 11 35 42 22 13 36| 27 20 17 54 11 27 22 63
Argentina 16 33 23 52 17 39 32 44 6 41 29 52 9 36 23 55
Brazil 24 24 19 52 21 37 30 42 | 11 44 33 45 6 30 18 64
Chile 15 26 17 59 12 41 25 47 7 37 22 55 4 42 16 53
Colombia 35 17 13 48 32 283 16 46 | 20 32 24 48 12 34 16 53
Mexico 20 21 17 59 16 21 15 64 9 34 22 57 4 26 18 70
Peru 37 28 15 35 21 32 20 47 | 12 43 20 45 7 35 16 58
Venezuela 8 48 11 45 7 43 11 50 6 46 16 49 4 55 18 40
Congo, Dem.
Rep. 31 34 9 35 27 35 15 38 46 27 7 28
Cote d'lvoire 48 13 39 48 13 39| 26 20 13 54 23 26 19 51
Egypt 44 12 8 44 30 24 14 46 | 18 37 12 45 15 36 17 49
Ghana 41 10 49 41 10 49 | 58 12 8 30 37 25 9 37
Kenya 44 17 11 39 38 18 9 44 | 33 21 13 47 27 19 12 54
Morocco 37 30 15 33 32 26 13 42 | 18 31 17 50 13 29 17 58
Nigeria 68 10 2 22 64 8 4 28| 21 46 8 34 23 57 4 20
South Africa 19 35 16 47 11 38 20 51 6 48 22 45 3 31 19 67
Tanzania 62 9 3 20 61 9 4 30 12 46 17 7 37
Zambia 9 71 3 19 12 67 4 21| 15 42 19 43 23 30 11 47
Averages:
Asia 49 14 10 36 39 20 14 41 | 25 33 22 42 13 35 24 52
Latin America 22 28 16 50 18 34 21 48 | 10 40 24 50 7 37 18 56
Africa 44 19 9 36 37 24 10 39| 25 32 14 43 26 30 12 45
Developing
countries 41 19 11 40 33 25 15 42 | 21 35 20 44 16 34 18 51
16 OECD
countries e 15 42 31 43 10 42 30 48 4 36 24 59 2 28 17 70

Notes

a. Earliest year for which data are available:Q, ®xcept for Morocco, Taiwan and Thailand, 1958in@
and Tanzania, 1952; South Korea, 1953; MalaysiaZzamlbia, 1955; Ghana, Ivory Coast, 1960.
Belgium, 1953, West Germany, Italy and Norway, 19&fpan, 1952;

b China, 1962, proportions for 1960 not repregergalue to collapse of agriculture in great leapvard

58-60; Morocco, 1965, manufacturing share Tanzdrtiél

Canada 2003 instead of 2005, Venezuela 2004

Bangladesh 1950-59, same data as Pakistan

[oRNe}
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e. Australia, Austria, Belgium, Canada, Denmarkjdnid, France, (West) Germany, Italy, Japan, The
Netherlands, Norway, Sweden, Switzerland, UK, USA.

Sources:

See detailed discussion of sources in Annex Tabléé primary sources used atgN, Yearbook of

National Accounts Statistics, 1957, 1962 and 1@&'6ningen Growth and Development Centre, 10 sector

database, http://www.ggdc.net/index-dseries.htmidrld/Bank, WDI online, accessed April 2008;. World

Tables, 1980; OECD, 1950, unless otherwise spddifian OECD, National Accounts, microfiche edition,

1971. Japan 1953 from GGDC ten sector data base

Table 2 presents average shares of manufacturing fomuch larger sample of 63
developing countries, including many smaller ecomsmThe full country data including
many smaller economies are reproduced in Szirm2092 Annex Table 1. Table 3
confirms the trends and patterns of table 2, thahghaverage peak value for the share of
manufacturing in 1980 is somewhat lower for all @eping countries than the countries

selected in table 2.

Table 2: Shares of Manufacturing in GDP in 67 Develping Countries, 1950 — 2005
(at current prices)

1950 1955 1960 1965 1970 1975 1980 1985 1990 199M0 22005

Average 20 Asian 7.7 11.2 125 14.2 16.8 18.2 20.5 20.1 194 19.0 18.7 20.1
countries

Average 25 Latin  15.1 15.7 16.9 183 18.2 19.1 19.7 195 187 17.3 16.3 14.6
America countries

Average 22 African 12.1 80 93 89 98 11.3 115 11.7 14.0 122 11.7 11.0
countries

Average 67 12.2 12.3 134 13.8 148 16.2 17.1 170 174 16.2 156 15.1
Developing
countries

Average 21 296 286 304 305 23.3 196 183 175 17.7 16.8 16.2 133
Advanced
economies

Source: see Annex Table 1.

3 The Engine of Growth Argument

The arguments for the engine of growth hypothessaamix of empirical and theoretical

observations (for more detail, see Szirmai 2009)



1. There is anempirical correlationbetween the degree of industrialisatiamd per
capita income in developing countries. The develgptountries which now have
higher per capita incomes have seen the share oiufacturing in GDP and
employment increase and have experienced dynamwetigrof manufacturing output
and manufactured exports. The poorest countriesnaegiable countries that have
failed to industrialise and that still have vergga shares of agriculture in GDP.

2. Productivity is higher in the manufacturing sedtwan in the agricultural sector. The
transfer of resources from agriculture to manufactuprovides astructural change
bonus

3. The transfer of resources from manufacturing teises provides atructural change
burdenin the form of Baumol's disease. As the sharehefdervice sector increases,
aggregate per capita growth will tend to slow doaumol’s law has been contested
in the more recent literature but has definitelerbgart of the engine of growth
argument in the past.

4. Compared to agriculture, the manufacturing sectéer® specialopportunities for
capital accumulationCapital accumulation can be more easily realisespatially
concentrated manufacturing than in spatially dispéragriculture. This is one of the
reasons why the emergence of manufacturing has s@®emportant in growth and
development. Capital intensity is high not onlynmanufacturing but also in mining,
utilities, construction and transport. It is muahwer in agriculture and services.

Capital accumulation is one of the aggregate ssuotgrowth. Thus, an increasing

®> When we speak about industrialisation in this pape explicitly focus on the role of manufacturirg.
the ISIC classifications the industrial sector alsdudes mining, utilities and construction. Mapgpers

on industrialisation fail to make a clear distinctibbetween industry and manufacturing (e.g. Ro@@Kk9)
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share of manufacturing will contribute to aggreggtewth. The engine of growth
hypothesis further implicitly argues that capitafeinsity in manufacturing is higher
than in other manufacturing. However Szirmai (20085 shown that this is not
always the case.

5. The manufacturing sector offers special opportasifioreconomies of scalavhich
are less available in agriculture or services.

6. The manufacturing sector offers special opportesitifor both embodied and
disembodied technological progre¢€ornwall, 1977). Technological advance is
concentrated in the manufacturing sector and defusom there to other economic
sectors such as the service sector. The capitadlsgtitat are employed in other
sectors are produced in the manufacturing sedtes.dlso for this reason that in the
older development economics literature the cagitalds sector — machines to make
machines — was given a prominent role.

7. Linkage and spillover effectare stronger in manufacturing than in agricultore
mining. Linkage effects refer to the direct backavand forward linkages between
different sectors and subsectors. Linkage effecesate positive externalities to
investments in given sectors. Spillover effecterdd the disembodied knowledge
flows between sectors. Spillover effects are aigpease of externalities which refer
to externalities of investment in knowledge andhtedogy. Linkage and spillover
effects are presumed to be stronger for manufagiuthhan within other sectors.

Intersectoral linkage and spillover effects betwessnufacturing and other sectors

11



such as services or agriculture are also very pfow®rsee Cornwall, but also
Tregenna, 2007).

8. As per capita incomes rise, the share of agricailtexxpenditures in total expenditures
declines due to low income elasticity and the slodrexpenditures on manufactured
goods increasesEfigel's law) Countries specialising in agricultural and prignar
production will not profit from expanding world nkats for manufacturing goods
and will start falling behind. In recent years aigar argument has been made for
services. As per capita incomes increase, the dedwairservices may increase. But
for services that are not traded internationalhg tncreasing demand for services

may be more a consequence of growing income tlaiver of growth.

4 Review of the literature

Contributions of manufacturing can be measuredfiardnt ways: using growth accounting
techniques and econometric analysis (Bosworth,irGolind Chen, 1995; Fagerberg and
Verspagen, 1999, 2002, 2007; Timmer and de Vri€8722009). Growth accounting
techniques analyse what proportion of a given gnaate of national income derives from
growth of manufacturing, weight growth rates witlue added shares. These techniques
are straightforward and transparent. But they dd te underestimate the contributions of

structural change and the emergence of dynamiorsetiecause they do not take various

® The engine of growth hypothesis does not denyittgortance of growth in other sectors. On the
contrary, the neglect of agriculture in post-wavelepment policy is seen as a negative factor dmuting
to urban-industrial bias. Successful examples dtistrialisation in East and South Asia such as &ore
Taiwan, China, Indonesia and India capitalised grcalture manufacturing linkages (also referrecato

the balanced growth path).
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external effects and intersectoral spillovers iatzount (Section 3, arguments 6 and 7).
These spillover effects are better captured witmemetric techniques.

The evidence in the secondary literature is miXée. older literature tends to emphasise
the importance of manufacturing, the more recésriaiure places finds that the contribution
of service sector has increased. Also, in the meeent literature one finds, that
manufacturing tends to be more important as amengii growth in developing countries
than in advanced economies and also more impartahe period 1950-1973 than in the
period after 1973.

Fagerberg and Verspagen (1999) regress real gnatgh of GDP on growth rates of
manufacturing. If the coefficient of manufacturiggowth is higher than the share of
manufacturing in GDP, this is interpreted as sujppprthe engine of growth hypothesis.
Fagerberg and Verspagen find that manufacturing tyaisally an engine of growth in
developing countries in East Asia and Latin Amerim# that there was no significant effect
of manufacturing in the advanced economies.

In a second article Fagerberg and Verspagen (28&&nine the impact of shares of
manufacturing and services on economic growth lieettperiods: 1966-72, 1973-83 and
1984-95 for a sample of 76 countries. They findt thenufacturing has much more
positive contributions before 1973 than after. Titerpretation in both papers is that the
period 1950-1973 offered special opportunities datch up through the absorption of
mass production techniques in manufacturing frore tHSA. After 1973, ICT
technologies started to become more important a®wrce of productivity growth,
especially in the nineties. These technologiesnaréonger within the exclusive domain

of manufacturing, but operate in the service sector
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Szirmai (2009) examines the arguments for therengf growth for a limited sample
of Asian and Latin American developing countrieg fdcuses on capital intensity and
growth of output and labour productivity. His rdasubre again somewhat mixed. In
general he finds support for the engine of growthadthesis, but for some periods capital
intensity in services and industry is high tharmanufacturing. In advanced economies
productivity growth in agriculture is more rapicathin manufacturing.

Rodrik (2009) regresses growth rates of GDP fue fyear periods on shares of
industry in GDP in the initial year, following tteame approach as in this paper, but not
distinguishing manufacturing from industry. He fnd significant positive relationship
and interprets the growth of developing countrieshie post war period in terms of the
structural bonus argument. He explicitly conclutiest transition into modern industrial
activities acts as an engine of growth. But heatkar vague about what he means by
modern. It also includes the famous Ethiopian baltire activities studied by
Gebreeyesus and lizuka (2009). For Rodrik strutttransformation is the sole
explanation of accelerated growth in the developwogd.

Tregenna (2007) analyses the important of manurfiact for South African economic
development and concludes that manufacturing has especially important through its
strong backward linkages to the service sectorodiner sectors of the economy.

For India two recent papers reach contradictomchsions. Katuria and Raj (2009)
examine the engine of growth hypothesis at regideal for the recent period and
conclude that more industrialised regions grow nrapdly. On the other hand Thomas
2009 concludes that services have been the primemad growth resurgence in India

since the 1990s. A similar position is taken by digga and Singh (2006). In an
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econometric analysis for India Chakravarty and 8M{2009) find that manufacturing is
clearly one of the determinants of overall grovdbinstruction and services also turn out
to be important, especially for manufacturing groewts Industry still the engine of
growth? An econometric study of the organized sestgployment in India (2009)]

A recent article by Timmer and de Vries (2009)oajsoints to the increasing
importance of the service sector in a sample ohti@s in Asia and Latin America.
Using growth accounting techniques, they examimectimtributions of different sectors
in periods of growth accelerations, in periods afmal growth and in periods of
deceleration. In periods of normal growth they fthdt manufacturing contributes most.
In periods of acceleration, this leading role iketa over by the service sector, though
manufacturing continues to have an important pasitontribution.

In sum, both the empirical information contained this paper and the secondary
literature presents a somewhat mixed picture. Maotufing is seen as important in several
papers, especially in the period 1950-73 and iarmegears more so in developing countries
than in advanced economies. In the advanced ecespthie contribution of the service
sector has become more and more important anch#ire sf services in GDP is now well

above 70 per cent in the advanced economies.

5 Research Questions/Hypotheses

To guide our empirical analysis we have formuladeset of working hypotheses which
take a strong version of the engine of growth higpsis as point of departure.

" As prices of services have increased far moretase of industrial goods, the share of the sers@ctor in
constant prices has increased far less and thehgitn to growth will also be less than when mead at

current prices.

15



1. Is there a positive relationship between the vadded share of manufacturing
and growth of GDP per capita? Our hypothesis isttkizere is a positive
relationship for our 90 countries in the period D98005.

We examine this hypothesis by regressing per cdpii@® growth rates in five year
periods on manufacturing shares at beginning cdeHere-year periods. A significant
positive relationship indicates that expansionhef share of manufacturing contributes to

economic growth.

2. Is the relationship between the value added shareamufacturing and per capita
GDP growth stronger than that between the valueeddshare of services and
growth of per capita GDP? Our hypothesis is tha¢ tlrelationship between

manufacturing and growth is strong than betweenises and growth.

We add the share of services to the regressidheltoefficient of manufacturing shares
is substantially higher than the coefficient ofvéeg sector shares, this is interpreted as
support for the engine of growth argument. Alsothié coefficient of manufacturing
share is significant and the coefficient of sergicenot, this is interpreted as support for
the engine of growth argument

3. Does the relationship between the share of manurfi,gt and growth of GDP per

capita become weaker over time?

If we find that the relationship between the shafemanufacturing and growth is
becoming weaker over time, this indicates that rfesturing has acted as an engine of
growth in the early post-war period, but no longdfils this function in more recent
years. Our working hypothesis is that the relatigméetween manufacturing and growth
will be stronger in the period 1950-75 than in preeiod 1975-2005.

This is assessed by adding time dummies to theesegm equation and estimating the

intercept shifts for each of the time periods.
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4. Is there a positive relationship between the sldnmanufacturing and the rate of

growth during growth accelerations?

Is there a significant relationship between theelwd manufacturing and growth during
growth accelerations? Is this relationship betwessnufacturing shares and growth
stronger during growth accelerations than during-accelerations. Interpretation. If
manufacturing is indeed the engine of growth, imtdbution should be especially
pronounced during growth accelerations (or permfdsatch up, see belowQur working
hypothesis is that the impact of manufacturing eowgh is stronger during growth

accelerations.

Growth accelerations are defined using a versiothefHausman, Pritchett and Rodrik
methodology (Hausman et al 2005). Our units of ymialare five year periods. We
classify the five periods as either being part gr@awvth acceleration or not being part of
a growth acceleration (reference group). A five rypariod is ‘part of a growth

acceleration’ if at least three years of the fivealy period are part of a growth
acceleratiorf. Using both intercept and slope shift dummies, &e then see how the
coefficients change in acceleration periods, coexbdo non acceleration perioddle

expect the coefficient in the acceleration peridds be higher than in the non-

acceleration periods.

5. Is the relationship between the share of manufaaguand growth during growth
accelerations stronger or weaker than that betw#en share of services and

growth?

Question 5 is a further elaboration of question € iéed to compare the coefficients of
manufacturing and services in periods of growthebsation. Using shift and share

methods, Timmer and de Vries (2009) find that sswiare more important in periods of

8 57. Add footnote about the difference between definition of a growth acceleration and that of
Hausmann et al.
° An alternative way is to use a logit type analysisassess whether the chances of a period being an

acceleration period is affected by the shares ofufeacturing.
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growth acceleration, while manufacturing is morepamant in other periodsOur
working hypothesis is that the coefficient of mantifring share is higher than that of
services in general and that the difference betw#en coefficients is greater in
acceleration periods than in non-acceleration pddo

6. Are there systematic differences between the rblmanufacturing in countries
with different characteristics (e.g. level of GDRrpcapita, human capital and
region)

Our working hypotheses/expectations are the folgwi

a. the relationship between share of manufactuang growth is weaker at higher levels
of GDP per capita than at lower levels. (i.e. mamdvanced economies are less
dependent on manufacturing for their growth)

b. the relationship between the share manufactuand growth will be stronger in
countries with high levels of human capitéhe rationale for this hypothesis is that the
relationship between shares of manufacturing and® Gler capita growth should be
stronger if the absorptive capacities of the couate better developed. Education is seen

as an important aspect of absorptive capacities.

6 Data and Methods

6.1 Discussion of the dataset

We constructed our own dataset of sectoral shardbé period 1950-2005 as follows.
The World Bank World Development Indicators (WDbBntain information about the
value shares at current prices of major sectonscudtyre, industry, manufacturing and
services. These data originally derive from the khHitional accounts but still have many
gaps and holes. For most developing countries #ta dre only available from 1966
onwards. We complemented the WDI data set with ttata the early United national
accounts statistics for the early years and theimgsyears and used other sources to fill
gaps in the database such as the Groningen GrawatiDavelopment 60 industry, 10
industry and EUKLEMS databases, the UNIDO data baskincidental country sources.
The manufacturing data are described in detail iR089 working paper by Szirmai
(2009).
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For human capital we used the Barro and Lee (2@@@aset for average years of
education for the population of above fifteen yeafrage. We filled in gaps in these data
using Lutz et al 2007 and Nehru (1995). We retrateal the 1960 data to 1955 and 1950
using the country growth rates of 1960-65. The Itesare quite plausible though at a
later stage we hope to replace these estimatesthyates from the earliest UNESCO
publications which contain data back to 1946. Tékeopolation allows us to keep the

1950 observations in the panel dataset.

For per capita growth we use the Maddison datdgatidison, 2009) as our basic source

of data. For the sake of comparison we also useé¢ma World Tables dataset.

6.2 Methods

We estimate a panel regression model. Our dependeiable is growth of GDP per
capita per five year period. The independent végsmthat we will use are the shares of
manufacturing (MAN), and services (SER) in GDP, Gpd#? capita relative to the US
(RELUS), education level (EDU), and time-intercelotmmies for each of the 11 five
year time periods between 1950 and 2085.

Fixed versus random effects

The first question is whether we should use fixedamdom effects. This boils down to
the question whether the country-effects are catedl with the other independent
variables in the model. If such correlation is presfixed effects are usually considered
the better choice. Otherwise, random effects areensatisfactory. To test this, we
estimate both models (fixed and random effectshhensame data, and then perform the
Hausman test. The problem is that the Hausmanigesbmetimes hard to calculate,

because its assumptions (about asymptotic behawfdhe estimators) are violated. This

19 We dropped the population size variable LNPOP.sTvariable complicates the

analysis considerably, and doesn’t add much insight
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may express itself in various ways, most often hbyegative value of the test-statistic
(which is Chi-square, and therefore should be p&itlf that happens, we cannot make

a well-founded choice between fixed and randomcesfe

A different question is whether the effects (randamfixed) are significant. This is tested
by using different tests. In our case, these armstl always significant. This means that

we always prefer a random effects or fixed effectelel over the OLS model.

Finally, one other option is to estimate the betwe®del. In this model, all available

observations for a country are averaged, and theession is run on these averages.
Consequently, this ignores all time aspects. & model to estimate long-run tendencies.
Its drawback is that from an econometric point iefwit is not very satisfactory because

it ignores unobserved differences between countries

A final note: when we estimate a random effects ehosle must be careful in estimating
the model for different subsamples. This model m&suthat every observation for
country contains a fixed (for that country) effeamd together (over the countries) these
effects are normally distributed. The random coumifect is part of the residual (=
actual observation minus the predicted one). Tlyeession coefficients are chosen in
such a way that this country effect is a normatribgtion (over countries), and the

“other” (standard) part of the residual is minindze

Now think about the consequences of this when Wwethp sample up into two different
country groups (this is the least problematic ca®¥é¢ can either implement this by
estimating a random effects model separately faheaf the two groups. Then, we
assume that the country effects_in eaththe two groups is normally distributed. The
alternative is to estimate one big model with sidpenmies. Now we are assuming that
the country effects of the two groups together fame (big) normal distribution. These
are obviously two different assumptions, and thdygenerally lead to differences in the
estimated coefficients. This is paradoxical, beeawgh normal OLS, the two methods

would yield the identical results. It is not obveoto us which of the two assumptions is
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better, although intuitively econometricians wouddefer the option of estimating one

model with slope-dummies.

Now consider another possibility: splitting on soatker variable, for example time. For
simplicity assume again that we split the obseovatiinto two groups (e.g. before and
after 1975). It is a quite different case from grevious one. Remember that we assume
that each country has a “random” effect that isdixover time (for that country). Suppose
that we estimate our model separately for the time tperiods. This means that we
assume that in each of the two subsamples, thetrgo(potentially) has a different
random effect. If, instead, we estimate one mod#i glope dummies, the country still
has only a single random effect that holds acrtigssaobservations. This principle also
holds for all other ways of splitting up the sam@gcept for the previous case of country

groups).

What is a better assumption to make: a single naneédfect per country over the
complete sample, or separate random effects foingles country in each of the
subsamples? Researchers engaged in estimatingssegrerees with random effects
would certainly answer “the first”. But is it replthe case, from a theoretical point of
view? Let us give two arguments why it might not Best, if the splitting-up of the
sample represents “structural change”, then whylavthis structural change be limited
to the parameters of the model? Why would the ramédfect not change as well?
Second, the structural breaks that we estimateasgediscontinuous, e.g., the parameters
change suddenly from one observation to the next,ase constant before and after the
break. If the change in country effects is more atimon reality, the residuals just before
and after the break will look rather strange (“resneoth”). This will have an impact on
the estimated country random effect, and also erethimated parameter values.

For the time being we have chosen for the optibestimating fixed and random
country effects for the whole sample. But furthesearch is needed here.

Comparing fixed effects, random effects and betwéents
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In the previous paragraph, we discussed the ques$tiov to estimate the fixed and
random effects and the methods used to selectferye specification. In this paragraph
we will go a step further and argue that therenim@ed to select a preferred specification.
One can learn more from the comparison of the mhiffespecifications.

Our dataset is an unbalanced panel of 92 counties 11 5-year subperiods, covering
the 1950 — 2005 period. The basic econometric quresds in all panel datasets, is how
we deal with potential country level effects thaayrhave an effect on our dependent
variable, but are not observed as an independeiatl@ in our dataset. Failure to include
such effects, or adjust the estimation method toent, will bias the estimated

coefficients, and hence lead to unjustified coriols with regard to our research

guestions.

The basic econometric toolbox offers two principedys to deal with unobserved

country-level effects that influence growth: fixetfects and random effects. In the first
case, the country-level effects are captured biudimeg (in the regression model that
explains growth) an intercept dummy variable focre@ountry. This means that all

observations corresponding to an individual couti@ye their own intercept. In effect,

this intercept will capture the mean value of thewgh rate of the country over all time

periods. In formal terms,

O =G+BX *+&,
whereg is the growth rate; is a constantX is a vector of explanatory variablgsis the
vector of coefficients that we want to estimatés the usual disturbance term, arahdt
are subscripts denoting country and time periodpeetively. This equation may be

rewritten by subtracting the country averages @atlid by a bar above a variable) on
both side¥'

O: — G :IB(XI _X)""c’;t'

! Remember that a (least squares) regression irhvetlithe explanatory variables are at their avenat
exactly produce the average value of the dependmmble, and also remember that the average of the

country-specific constant is equal to that constaat, it does not vary over time).
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This form of the regression equation shows thatdbefficient vectors in the fixed
effects model can be estimated without expliciyiraating the country effects (country
intercepts), because these effects vanish fromethmtion when we subtract country
averages, while the coefficient vecf@remains identical.

Such an approach is known as thi¢hin approach. The term refers to the fact that this
form looks at variation within countries, as oppmbse between countries. All variance
that is related to the between country dimensiagdeen eliminated from the model by
subtracting the country averages from the deperatahindependent variables. Note that
even if we do not implement the estimation by satitng country averages, this
characterization of the model still holds, becatise coefficient vecto3 is the same
between the two forms. In other words, whether metude country-specific intercepts,
or we transform the data to theithin format, makes no difference: the estimated
coefficientsg will only capture the variation over time, withtountries.

Although this is sound from the econometric poihview, it may not be very helpful for
the theorist who is interested in knowing the dffeica particular variable on growth.
Even if the country effects are estimated and d@ed, the regression does not relate
them to any of the variables X In particular, one may think of a situation wheire
independent variable of interest is, more or ldss&ed within a country, but varies
strongly between countries. In such a case, theirwiegression will not attribute much
explanatory power to the variable, because itceftél go into the fixed effects.

The so-calledbetweenapproach may vyield useful insights in such a siwna This
approach focuses on the country intercepts themsebnd asks how the independent
variables are related to these. Because the imisr@ge constant over time (but differ
between countries), the variables that explain tinemst, naturally, change only slowly
over the time scale of the estimation, but muswiwskome variation between countries.
The betweerapproach is implemented as a regression thattheesverage values of the
variables that were subtracted on both sides oéthmtion in thevithin formulation. In

formal terms:

g=y+ §”>_(i +8
where all symbols are as befogas a constantpis a parameter vector similar (but not

identical) tog, ande is a normal disturbance term.
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The estimated coefficienty&nd ¢ of thebetweemmodel provide insights into which of
the variables< drive the fixed effects that theithin estimation accounts for. In this way,
the two models are complementary to each othdrerahan substitutes.

The random effects model can be seen as a hybmd float combines theithin and
betweenmodels, because it does not apply any transfoomatif the data (either
subtracting averages, as thathin approach does, or using these averages in the
estimation, as théetweenapproach does). Instead, it assumes that the g$enddd)
country effects that we want to account for arentbelves drawn from a normal
distribution. With this assumption, the country gfie effect can be seen as a part of the
disturbance term in the econometric estimation.aBee, in that case, the disturbance
term no longer has the usual form, the random &ffecodel applies a different
estimation technique (of which the details do mwtaern us here). However, because it
uses untransformed data, the coefficients thaestienated in the random effects model
take into account both the variatibetweercountries, and the variatiamthin a country

(over time).

Table 3: Descriptive statistics of the panel ddtase

Variable Average Overall standard Within standard Between
value deviation deviation standard
deviation
Growth rate 2.33 3.05 2.75 1.37
Manufacturing 17.7 8.44 4.89 7.02
share
Services share 49.4 12.0 7.35 10.2
Education level 4.80 2.78 1.29 2.52
GDP per capita 0.30 0.27 0.074 0.26

relative to US

level

How does this matter in the case of our data? Adera shows, the within component of
our dependent variable (the growth rate of GDP qagita) has a fairly large within
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standard deviation (as compared to the betweenlatdreviation). This means that this
variable is rather volatile over time, within a gie country. Compared to this time
volatility, the volatility between countries is atively limited.

This pattern is exactly opposite for the explanat@riables. For all of them, theetween
standard deviation is larger than vithin counterpart. This means that the explanatory
variables are relatively more volatile between d¢oas than they are over time (within a
country).

These particular characteristics of the dependesiradependent variables imply that we
cannot rely purely omvithin estimations. These estimations ignore lileéveeneffects,
and given the slow-changing nature of our explawyat@ariables, we would expect the
betweereffects to be relatively strong. The random effexdtimations will be interesting
also, because they include bottwighin and abetweerelement. Thus, rather than relying
on a mechanistic approach in which test statiskezsde which is the preferred model, we
will consider all three models, and ask what thayehto say about long-run vs. short-run

effects of the explanatory variables on economaomvin.

7 Results

7.1 The “Simple Story”: The Effect of Manufacturing Gmowth

We start by estimating the model on the completmpsa (786 observations, 89
countries) and present the basic random effecty, (REed effects (FE) and between
(BE) specifications below. The Hausman test accegpidom effects as a good model,
but in line with the discussion in the previoustget we discuss and compare all three
models.

The share of manufacturing in GDP (MAN) is sigrafi¢ in the random effects and
between estimations; it is not in the fixed effez¢simation. That MAN does not perform
in the fixed effects regression has to do with toerelation between general country
effects and manufacturing shares and the modeseeley within country variation of
manufacturing shares (see discussion in sectionn6hll subsequent specifications,

manufacturing performs least in the fixed effecidels.
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The share of services in GDP (SER) is never siganifi. Education (EDU) is significant
in the RE and BE. The coefficient of country GDPagsercentage of US GDP per capita
(RELUS) is negative and significant in all moddite negative coefficient indicates that
countries with a larger gap relative to the USA grewing more rapidly than countries
closer to the USA. This is consistent with the angence effects usually found in
growth equations. The time dummies in the randofaces specification indicate that
average growth was lower after 1980, than befareythar. The basic run is in line with
the engine of growth hypothesis.
Table 4: Basic Run

Vari abl e re fe be
............. o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ==

ser | 0.016 0. 025 -0.015

man | 0. 044** 0.031 0. 058*

relus | -2.920%** -6.974%** -2.269*
edu | 0. 280*** 0. 038 0. 289**

_Iperiod_2 | -1.019*** -0.883** -10. 278
_Iperiod_3 | ~-0.037 0. 343 -20. 249%**

_lperiod 4 | 0. 137 0. 503 -6.746
_lperiod_5 | -0.460 0.077 -14.718**

_lperiod 6 | -0.766 -0.163 -6.127
_Iperiod 7 | -3.151*** -2.425%** -14.318**

_Iperiod 8 | -2.259*** -1.599** -2.428

_lperiod_9 | -2.188*** -1.379%* -5.912
_Iperiod_10 | -2.190*** -1.254 -13.834**

_lperiod 11 | -1.904*** -0.942 -8.236
_cons | 1. 607 3.168** 10. 714**

| egend: * p<.1l; ** p<.05; *** p<. 01

7.2 Adding Interaction Terms for Sector Shares and imedsaps relative
to the USA.

The next step is to include an interaction termwken manufacturing and RELUS:
MANREL. A similar interaction term for services (RREL) will be added later. The
estimation results are presented below in table 5.

The Hausman test does not work. Manufacturing geiscant in all three models. In

random effects model, the interaction term MANRELsignificant with a negative sign.
This suggests that manufacturing has a more peditiypact on growth at low levels of
RELUS, and a more negative impact at high levelsR&lLUS. (The coefficient of

RELUS itself becomes non-significant when MANRELeistered into the regression.)
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The point where the impact of the interaction tasmzero is at -(coef MAN)/(coef

MANREL), which is at 64.2.9% of US GDP per capitdhe average value of RELUS is
around 30% of US GDP. We can plug in this averaglies and test whether (coef
man)+0.3*(coef MANREL) is significantly differentrdm zero in the random effects
estimation. It is indeed significant (p value 0.R0bhus, we conclude that the effect of

manufacturing on growth is stronger for the poorsintries with the largest income

gaps.

Table 5:
Models with an Interaction Term between the Share
Manufacturing and the Income Gap with the USA

Vari abl e | re fe be
_____________ Femmcccmmcm e e e e e e e e e e e e e e e e e e m .. ... ———--
ser | 0. 008 0.022 -0. 025
man | 0. 097*** 0. 075* 0.102%*
relus | 0. 156 -4, 536* 0. 143
manrel | -0.151%** -0.118 -0.117
edu | 0. 262%** 0.021 0.284%*
_lperiod_2 | -1.002*** -0.873%* -11. 355
Iperiod_3 | -0.017 0. 339 -20. 334***
| period 4 | 0. 159 0. 495 -5.310
Iperiod 5| -0.451 0. 048 -13.681**
|period_6 | -0.821* -0. 230 -7.458
Iperiod 7 | -3.211*** -2.502%** -13. 444%*
|period 8 | -2.306*** -1.667%* -3.084
_lperiod_9 | -2.254*%** -1.464%* -6.438
_lperiod_10 | -2.221*** -1.322 -12.415*
_Iperiod_11 | -1.917*** -0.995 -8. 855
_cons | 1.177 2.688* 10. 439**

| egend: * p<.1; ** p<.05; *** p<.01

Finally, in table 6, we look at a model with bottAMREL and SERREL (and MAN and
SER). In this case, the Hausman test prefers th@ora effects. In the random effects
model, neither SER nor SERREL are significant, imth MAN and MANREL are. The
coefficients of MAN and MANREL are similar to those the previous estimation
without SERREL.
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Table 6:
Models with Interaction Terms between Shares of Bb
Services and Manufacturing and the Income Gap witthe USA

Vari abl e re fe be
_____________ o e e e e e e e e e e e e e e e e e e e e e e e e m = =
ser | 0. 013 0. 034 -0. 036
man | 0. 094*** 0. 070* 0.110**
relus | 1.742 0. 307 -4.884
manrel | -0.159*** 0. 147* -0.102
serrel | -0.023 0. 059 0.079
edu | 0. 260*** 0. 002 0.277*
_lperiod_2 | -0.998*** 0. 863** 13. 479
_lperiod_3 | -0.009 0. 360 22. 754***
_lperiod_4 | 0.172 0. 533 -5.516
_lperiod 5] -0.420 0.128 14. 639**
_lperiod 6 | -0.791 0. 146 8. 605
_lperiod 7 | -3.173*** -2.399%** -15. 202**
_lperiod 8 | -2.265*** -1.545*%* -4.262
_lperiod_9 | 2.198*** 1. 305* -8.388
_lperiod_10 | -2.162*** -1.152 -13.607*
_lperiod_11 | -1.854*** -0.811 -10. 392
_cons | 0.923 2. 058 12, 325**

legend: * p<.1l; ** p<.05; *** p<.01

Thus, the initial findings are in line with the emg of growth hypothesis. Manufacturing
has a positive effect on growth and this effectmere pronounced for the poorer

countries.

7.3 Splitting up by Time Periods: Is the Effect of M&atturing Different

in Different Periods

We split the complete time span of 11 periods 81&ub samples: 1950-1970, 1970-1990
and 1990-2005. We proceed by estimating the magerately for each subperiod to see
whether the effects over manufacturing change twe (see hypothesis 3 in section 5

and discussion in section 6.2).

7.3.1 1950-1970

The early period includes periods 1 — 4 (1950 —0)J9Th a model with SERREL
included, this variable is not significant, and th@usman test does not work. Therefore,
we focus on the model with only MANREL (table 7hélHausman test does not reject
random effects. In the random effects model, ngths significant, except education
(EDU). In the fixed effects model, MAN and MANRELeasignificant. Interestingly, the
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signs are reversed relative to those in tablesdbGaabove. Now, manufacturing has a
negative sign and MANREL has a positive sign. Tlenlsined effect of MAN and
MANREL is positive. This means that according te fixed effects model, countries that
are closer to the US level of income have a momatipe effect of manufacturing, and
countries that are farther from the US have a megampact of manufacturing. The
“crossover” lies at 49.3%. This result contradigisevious research that find that
manufacturing has the most positive contributiordéveloping country growth in the
period 1950-73. The most important effect on growtta general convergence effect,
indicated by the very large coefficient of RELUSte fixed effects model. Countries far

from the frontier grow more rapidly than countresse to the frontier.

The between model also has MAN and MANREL significan this case with the “old”

signs of table 5 (crossover at 60.8%). This resuttonsistent with that of table 5. The
average growth rates for the whole period are higiheountries with a larger share of
manufacturing and lower relative levels of GDP papita. There is also a significant
effect for services, but with a much smaller cagdint than manufacturing.

One should note that the fixed effects focus onamimg the within country variations of

growth, so that the two results are not inconststen

Table 7
Models Including Interaction between Manufacturing and
Income Gap for the Period 1950-1970

Vari abl e re fe be
............. o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ==

ser | 0. 020 -0.011 0. 046*
man | 0. 046 0.211*** 0.161***

relus | 0. 397 27.668*** 4,122

edu | 0. 260** 0. 390 0.188
manrel | -0.095 0. 428* - 0. 265**
_lperiod 2 | -0.973*** 0. 714** -4, 628**
_lperiod 3| -0.041 0. 760* -6.533***
_lperiod_4 | 0. 168 0.914** 5. 404***

_cons | 2.798*** 10. 636*** 3.403*

| egend: * p<.1; ** p<.05; *** p<. 01
For the sake of completeness, we also documentetression without MANREL in

table 8. The Hausman test does not reject randteutefin this case either, but MAN is
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not significant in the random effects model. Theftioients for MAN and MANREL are
significant in both FE and BE, as in table 7.

Table 8
Models excluding the Interaction between Manufactuing
and Income Gap for the Period 1950-1970

Vari abl e re fe be
_____________ I,

ser | -0.013 0. 037 0. 025
man | 0. 020 -0.125** 0.077**

relus | -1.861 -15. 631*** 1.514

edu | 0. 249* 0. 264 0.124
_lperiod_2 | -0.981*** - 0. 648** -4.917**
_lperiod 3| -0.056 0. 874** -7.370%*x*
_lperiod 4 | 0. 141 1.129*%** 4, 899***
_cons | 3.041*** 10. 002*** 4,.508**

l egend: * p<.1; ** p<.05; *** p<.01
7.3.2 1970-1990

The middle period is defined as periods 5 — 8, 1870 — 1990. For this period,
MANREL or SERREL are never significant. But the lumion of MANREL has
interesting effects on the significance of the otbeefficients, so we reproduce two
versions of table 9, including and excluding MANRBEINhen MANREL is dropped,
RELUS becomes highly significant and convergendeces dominate all other effects.
Also the coefficient of MAN in the random effectsegification becomes insignificant.

In the top panel of table 9, the coefficient of matturing is significant and positive in
the random effects and the between model. Theicmeft of services is significant in all
specifications, indicating that services are marpartant in this period than in the period
1950-70.

In the between specification in panel A, the caogffit of manufacturing is significant
and substantially larger than that of services.

In the middle period, countries with larger averapares of manufacturing grow more
rapidly than countries with smaller shares. Butvises also make a contribution to

growth.
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Table 9: Models for the period 1970-1990

Vari abl e | re fe be
_____________ o e e e e e e e e e e e e e e e e e e e e e e e e m = =
A. I ncludi ng MANREL

ser | 0. 098*** 0.123*** 0. 066*
man | 0.117* 0. 087 0. 139**
relus | -1.708 -8.532 -2.900
edu | 0. 306* -0. 155 0. 296
manrel | -0.160 -0.271 -0.061
_lperiod_5 | 2.129*%** 0. 000 0. 000
_lperiod_6 | 1. 806*** -0. 089 11. 072**
_lperiod_7 | -0.834** -2.559%** 5. 020
_lperiod_8 | 0. 000 -1 777xr* 4.133
_cons | -5.733%** 0. 628 -9.236%**
B. Excludi ng MANREL
_____________ o e e e e e e e e e e e e e e e e e e e e e e e e m = =
ser | 0. 100*** 0. 121*** 0. 068*
man | 0. 061 -0.016 0.119***
relus | -5.159*** -13. 395** -4, 305*%*
edu | 0. 354** -0.151 0. 323
_lperiod_ 5| -2.966 0. 000 0. 000
_lperiod_6 | -3.229* -0. 002 11. 609**
_lperiod 7 | -5.869*** -2.418%** 5. 249
_lperiod_8 | -5.046** -1.600%** 4. 440
_cons | 0. 000 2.228 - 9. 343%**
| egend: * p<.1; ** p<.05; *** p<.01

7.3.3 1990-2005

In the last time span (period 9 — 11, 1990 — 208ERREL is not significant and has not
been reproduced in table 10. When MANREL is inctidthe Hausman test rejects
random effects. With fixed effects, nothing muchsignificant. In the between model,
MAN and MANREL are both significant. The negativgrsof MANREL again provides

the intuitive result that manufacturing contributesre to growth for countries far behind

the US than countries which are closer.
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Table 10: Models for the Period 1990-2005

Vari abl e re fe be
_____________ o e e e e e e e e e e e e e e e e e e e e e e e e m = =

ser | -0.023 -0.077 -0. 030

man | 0. 095 -0.190 0.163***
relus | 1.076 -34. 765*** 4.881*
edu | 0. 316** 0. 066 0.111

manrel | -0.153 0. 334 -0.278**
_lperiod 9 | 0. 010 -0. 838 0. 808
_lperiod_10 | 0. 082 -0. 369 0. 000
_lperiod_11 | 0. 418 0. 000 -2.245
_cons | 0. 000 18. 075** 0. 691

| egend: * p<.1; ** p<.05; *** p<.01

Merging the last two periods into a single one ddgsroduce different results. Neither

does changing the break betwedhahd 3 period.

Summarising our findings for all three periods, wenclude the following. In the
between specifications, manufacturing has a sicamti effect on growth in all periods
and this effect is greater when the income gap thithUS is larger. Services also have a
significant positive effect in the first two permdout the coefficients are far lower than

those of manufacturing. In the third period, sezgibecome insignificant.

Comparing the between models in tables 8, 9 an®i®,sees a substantial increase in
the coefficient of manufacturing from first to sedoperiod. On first sight the coefficient
of manufacturing seems even higher in the thirdopleibut one should take the negative
sign of the interaction term into account. At theermge value of RELUS (0.31), the
combined coefficient is 0.078 which is the samanathe first period. Thus we see an
increase in the effects of manufacturing from perioto 2 and decrease back to the
original level in period 3. This differs from ougpothesis 3 which suggested a steady
decline in the importance of manufacturing. Alse thle of services is more important in
periods 1 and 2, than in period 3, when its coffits are not significant. This
contradicts expectations concerning the increagimgortance of service led growth,
found in some of the recent literature (see seetjon
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In the fixed effects models, manufacturing only haseffect in the earliest period where
the combined effect of MAN and MANREL is positiie. the other periods there is no
significant effect, which indicates that within edty changes in the rate of growth are

not affected by the shares of manufacturing.

In the random effect models, manufacturing is @yificant in t he middle period.
It is the between effects, which provide the stesigvidence in favour of the engine of

growth hypothesis.
7.4 Country groups

7.4.1 Asia

We proceed to estimate the model separately fdr eagntry group. We start with Asia.
The interaction term SERREL is never significantANREL is only significant in the
between model (not reproduced). In the model witly MAN (and SER) in table 11, the
Hausman test does not reject random effects. Inath@om effects model (and also in the
fixed effects model), manufacturing has a significand substantial positive effect on
growth. In the fixed effects model, where part b€ teffects of manufacturing are
captured in the fixed effects, the share of sesviiesignificant and it has a higher
coefficient than manufacturing. Convergence effects extremely powerful. There are
no significant between effects. Taking the randdfaces as our preferred specification,
this table points to some support for the engingrofwth hypothesis for Asia. There are
no clear patterns in the time dummies. But othesviigan in the base runs, there is no

between effect.

Table 11: Manufacturing and Growth in Asia

Vari abl e | re_AS fe_ AS be_AS
............. o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ==

ser | 0. 061 0.188*** -0.041

man | 0. 133*** 0.131** 0.134

relus | -4.623* -11. 773*** 4.322

edu | 0.117 0. 614* 0. 038

_lperiod_2 | -3.179*** -3.483*** 4.288

_lperiod_3 | -2.117** -2.822%* 5. 682

_lperiod_4 | -1.985* -2.774%* 0. 000

_lperiod_5| -2.072* -2.948** 1. 475

w
w



_lperiod 6 | -2.330*% - 3. 004* 7.643
_lperiod_7 | -3.486*** -4.985%** -9.958
_Iperiod 8 | -3.752*** -5.815%** 0. 755
_Iperiod 9 | -2.459** -5.123** 16. 700
_lperiod_10 | -4.074*** -6.933*** 5.172
_lperiod_11 | -2.845** -5.950%** -3.371

_cons | 1.216 -3.955 -0.816

| egend: * p<.1; ** p<.05; *** p<.01

7.4.2 Advanced economies

In the advanced countries group, SERREL becomedfisent, and so does MANREL.
The Hausman test does not work. In both the fixetlrandom effects model, MAN and
MANREL are significant, with more backward coungrioenefitting more from
manufacturing (MANREL negative). The crossover is74.7% of US income in the
fixed effects and 78.5% in the random effects. Thian interesting finding, suggesting

that manufacturing continues to be important fawgh in the advanced economies.

Table 12: Advanced Economies

Vari abl e | re_ADV fe ADV be ADV
_____________ o o e e e e e e e e e e e e e e e e e e e e e e e mm e = =
ser | -0.032 0. 025 -0.174
man | 0. 337*** 0. 284*=** 0. 583
relus | -3.308 -3.335 -6.881
edu | 0.161*** 0. 208* 0.197*
manrel | -0.438*** -0. 325** -0.752
serrel | 0.119** 0.014 0. 326%*
_Iperiod_2 | -0.295 -0.319 0. 000
_Iperiod_3 | 1. 040*** 1.162*** 0. 000
_lperiod_4 | 1.136** 1. 257*** 0. 000
_lperiod 5| -0.210 0. 264 0. 000
_lperiod_ 6| -0.123 0. 548 -15. 459
_lperiod_7 | -1.190** -0. 464 0. 000
_Iperiod_ 8 | -0.648 0.102 0. 000
_lperiod_9 | -2.396*** -1.316%* -9.671*
_lperiod_10 | -0.920 0. 233 0. 000
_Iperiod_11 | -2.512*** -1.312* -5.553
_cons | 0.574 0. 206 3.944

| egend: * p<.1l; ** p<.05; *** p<. 01

Rather unexpectedly services do not have a significoefficient in the advanced
country sample. However, the interaction term (SERRis significant and positive in
the random and between models. This means thaicesrbecome more and more

important as countries get closer to US GDP peitadpvels. This is particularly
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pronounced in the between model. This means thale whanufacturing remains an
important determinant of growth, services are ingoutr in explaining the differences
between average growth rates of the advanced edesorlVe also see that the
interaction term between manufacturing and RELUSsea the effect of manufacturing
to diminish over time. These findings are consisteith the literature on the increasing

importance of services in advanced economies.

7.4.3 Latin America

In Latin America, services is significant in thendam effects model — though this is
rejected by the Hausman test - while manufactusrgignificant in the between model,
but not in the other ones. MANREL and SERREL as® doth significant and negative.
The coefficients of MANREL are higher than thoseSERREL. These results suggest
that both manufacturing and services contributgrtavth. The between model indicates
that average growth rates of countries are affegbeditively by the share of

manufacturing. This is one of the consistent reghitoughout the analysis.

Table 13: Latin America

Variabl e | re LA fe LA be LA
_____________ o e e e e e e e e e e e e e e e e e e e e e e e e m = =

ser | 0. 090* * 0. 000 0. 044

man | 0. 095 0. 060 0. 160*

relus | 21.104** 22.304** -0.684

edu | 0. 205* -0.486** 0.172

MANREL | -0.409** -0.716*** -0.389

serrel | -0.352** - 0. 390** 0.072

_lperiod_2 | -0.268 0. 487 -18. 800*

_lperiod_3 | -0.038 1.073* 0. 000
_lperiod_4 | 0. 556 1.885*** 28. 430**

_lperiod 5 | 0.518 2. 717*** 3.963

_lperiod 6 | 0. 367 2.624*** -26.797
_lperiod 7 | -4.107*** -1.592*%* -37.033***

_lperiod 8 | -2.293*** 0. 395 5. 836

_lperiod 9| -0.951 1.917* -26. 149

_lperiod 10 | -1.765** 1.523 0. 000

_lperiod_11 | -1.694** 1.877* 0. 000

_cons | -3.507 4,277 8. 305

legend: * p<.1l; ** p<.05; *** p<.01
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7.4.4 Africa

For Africa we have no model that works well.

From the analysis of the country groupings, we taife that there are interesting
differences between them. Thus, obviously, convergeeffects are more important in
Latin America and Asia, and not significant in tidvanced economies. Between effects
of manufacturing are important in Latin America,tlnot in the other groupings.
Manufacturing continues to be important in the aeal economies, but its effect
decreases as countries come closer to US inconeds]ewhile the effects of services

increase.

7.5 Growth accelerations

In this section, we use a modified version of theusiman/Rodrik growth acceleration
concept and examine whether manufacturing conggontore to growth in periods of
acceleration.

Hausmann et al. (2005) use three conditions tandedi growth acceleration. The first is
that the growth rate must be high (specifically,598 per year, measured over an 8-year
forward period). The second is that growth mustebarate (specifically, at a point in
time t, the growth rate over the next 8 years must b&@her than the growth rate
over the previous 8 years). Finally, the level @Rsper capita at the end of the growth
acceleration must be higher than the pre-acceberageak. Hausmann et al. assign this
growth acceleration to a single year, but the domas may also be applied to a longer
period. However, in that case, the second condlieeromes “self-defeating”, because it
requires the growth rate to keep accelerating. ;TWwesapply the second condition only to
the start-year of a growth acceleration. For ydaltewing this start year, we check the
first and third condition, and as long as thesedhule define the growth acceleration
period to continue. The result is a growth accélenaperiod that may extend over
several years. Finally, we “translate” these groatbelerations to our 5-year periods that
are used in the regressions. This is done by augititie number of years from the 5 year

period that belong to a growth acceleration. I6tls 3 or more, we define the 5-year
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period as one that shows a growth acceleratiora{aeexperimented with a threshold of

2 or 4 years within a 5 year period, but this doeischange the results very much).

Table 14 presents the results with all possibl@esishift dummies included, both for
services, manufacturing, MANREL and SERREL. Thisldacan be compared with the
base run in table 6.

Table 14
The Role of Manufacturing and Services during Growh
Accelerations

Vari abl e | re fe be
_____________ o o e e e e e e e e e e e e e e e e e e e e e e e mm e = =

ser | 0.013 0. 035 -0.027

_laccser | 0. 053*** 0. 044** 0. 066*
man | 0. 032 0. 029 0. 036
_laccnman | 0. 092** 0. 088* 0. 087
relus | 1.271 -0.075 -0.881
manrel | -0.007 -0.022 0. 032
_laccmanrel | -0.227*** -0.196*** -0.194
serrel | -0.029 -0.062 0. 004
_laccserrel | -0.019 -0.019 -0. 027

edu | 0. 204*** -0.032 0.238**
_lperiod_2 | 0.592 -0.135 -5.670
_lperiod_3 | 1.214** 0. 689 -8.744
_lperiod_4 | 1.126** 0.612 0. 000

_lperiod 5 | 0. 408 0. 056 -11. 106*
_lperiod 6 | 0. 298 -0.029 -0.113
_lperiod_7 | -1.810*** -2.047*** -5.188
_lperiod_8 | -0.550 - 0. 864* -3.530
_lperiod_ 9| -0.526 - 0. 669* -3.794
_lperiod 10 | -0.441 -0.480 -2.810
_lperiod_11 | 0. 000 -6.853
_cons | -0.576 0. 966 5.516

| egend: * p<.1; ** p<.05; *** p<.01

Table 14 provides an interesting result. When oddsaslope shift dummies for
acceleration periods, the coefficients of MAN beeomon-significant. But the

coefficients of the SSD for manufacturing (ACCMA&Bbe significant in the random and
fixed models, and for services (ACCSER) in all nled&he coefficient of the SSD for
MANREL (ACCMANREL) is also significant in the randoand the fixed models.

This indicates that the effects of manufacturing apw captured by the slope shift
dummies which account for much of the relationdlepveen manufacturing and growth.

This suggests that manufacturing is especially mamb in periods of rapid growth. The
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same is true for services, though the coefficiémtservices are much lower than those

for manufacturing.

However, a problem with the specifications in tab{eis the multicollinearity between

the SSDs for manufacturing and services. As thaegln the non-acceleration periods

equal zero, these slope shift dummies are inevyithighly correlated. Therefore, we

discuss the effects of manufacturing and servieparsitely in the following two tables.

ser |
nan
_laccnman|
rel us
manr e
edu
od 3
od 4
od 5
od 6

|

|

_lperi |
|

|

|

od 7 |
|

|

|

I

_lperi
_lperi
_lperi
_lperi
_lperiod_8
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_lperiod_11
_lperiod_2
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Table 15
Model Slope Shift Dummies for Manufacturing
During Growth Accelerations
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In Table 15 the coefficients of ACCMAN are signdmt in all models, while the

coefficient of MAN becomes non-significant. This ggests that the effects of

manufacturing are captured by the slope shift dumsmManufacturing is especially

important in periods of rapid growth.

If one subsequently runs a regression with SSBdéovices (ACCSER) included instead

of the SSD for manufacturing, this shows a simgdattern. The coefficient of services

becomes non-significant or negative. The coefficarthe interaction term is significant
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in all three specifications. Thus, services contebpositively to growth in periods of
growth accelerations. But the coefficients for AEESare much smaller than those for
ACCMAN in table 15, suggesting that the role of mi@cturing during growth
accelerations is more important than that of sesuidt is interesting to note that the
coefficients of manufacturing are significant iretrandom effects and between models
with the interaction term for services. This com& the general importance of

manufacturing.

The tentative conclusion of this section is thahuofacturing is especially important in

periods of accelerated growth. Services also plaple, but are less important than
manufacturing. This conclusion is consistent witlr ypotheses 4 and 5. It contrasts
with that of Timmer and de Vries (2009), who arglo@t it is services that are especially

important during growth accelerations.

Table 16
Model with Slope Shift Dummies for Services
during Growth Accelerations

Vari abl e | re fe be
_____________ o o e e e e e e e e e e e e e e e e e e e e e e e mm e = =
ser | 0. 004 0. 022 -0. 035*
_laccser| 0. 051*** 0. 043*** 0. 070***
man | 0. 047** 0. 036 0. 069***
relus | -2.065 -5.163 0.179
serrel | 0. 010 -0. 005 -0.017
edu | 0.187*** -0.106 0.232**
_Iperiod_2 | 0.613 -0. 307 -7.453
_lperiod 3 | 1.182** 0.532 -9.204
_lperiod 4 | 1.157** 0.520 0. 000
_lperiod 5 | 0. 569 0. 103 -11.111*
_Iperiod_6 | 0.570 0.135 -1.317
_lperiod 7 | -1.704*** -1.994%** -6. 469
_lperiod 8 | -0.534 - 0. 900* -4.543
_lperiod 9| -0.558 -0.728* -3.210
_lperiod 10 | -0.402 -0.453 -2.408
_Iperiod_11 | 0. 000 -8.355
_cons | 0. 003 2. 447 6.222

| egend: * p<.1l; ** p<.05; *** p<. 01
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8 Conclusions

The results of the empirical analysis in this pager in line with the engine of growth
hypothesis. For the whole sample, the share of faatwring is positively related to

economic growth and this effect is more pronouniwedhe poorer countries. No such
effects were found for services. These resultansistent with our first two hypotheses
concerning the importance of manufacturing. It sthobe noted, however, that
convergence effects are much more important than dfiects of the shares of

manufacturing.

The next step in the analysis was to enquire whethe effects of manufacturing and
services are different in different time periodse Mistinguish three periods 1950-1970,
1970-1990 and 1990-2005. In the between specificatimanufacturing has a significant
effect on growth in all three periods and this efffis greater when the income gap with
the US is larger. Services also have a signifipasitive effect in the first two periods,

but the coefficients are far lower than those ohuofacturing. In the third period, services

become insignificant.

Our expectation that the role of manufacturing Inee® less important over time is not
confirmed. We see that the impact of manufactursagnore important in the middle
period than in the early period and then becomss ileportant in the final period. With
regard to services, we find significant effectsthe first two periods and hardly any
effects in the final period. This runs counter t@dgctions concerning the increasing
importance of service-led growth.

Subsequently, we broke down our sample into fowugs of countries: Asia, Latin
America, Africa and advanced economies. We concltid there are interesting
differences between country groups. Thus, rathefioolly, convergence effects are
more important in Latin America and Asia, and nagngicant in the advanced
economies. Effects of average shares of manufagtun average rates of growth (the
between effects) are important in Latin Americat Imot in the other groupings.

Manufacturing continues to be important in the aeal economies, but its effect
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decreases as advanced countries come closer toddSé levels, while the effects of

services increase. For Africa, no significant rielahips are found.

Finally, we analysed the role of sectors in peria@dsgrowth acceleration. Using a
modified version of Hausmann/Rodrik growth accdleres, we find that the effects of
manufacturing are particularly pronounced in pesioof growth acceleration. The
tentative conclusion is that manufacturing is esdgc important in periods of

accelerated growth. Services also play a role iowthr accelerations, but are less

important than manufacturing.

We need to emphasize that these are still verynpiredry results. Further analysis is
needed before firmer conclusions can be reachex f@ure direction for our research is
to expand the sample of countries. In particulannier centrally planned economies are
now underrepresented. A second direction is toutelshares of manufacturing in
exports as explanatory variables. A third directisnto focus on the relationships
between growth rates of manufacturing and growtbsraf the total economy. A fourth
direction is to provide more sectoral detail. Imtgalar, we need to distinguish between
market services and non-market services and witimdustry between mining,
manufacturing, construction and utilities. Finallwe would like to include policy
variables and indicators of institutional charastess in the analysis.
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