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Brick and mortar retailers provided $376 billion of “free” consumer shopping 
experiences in 2015.  For example, vehicle dealerships provide “free” test drives and department 
stores provide “free” fashion advice.  In addition, brick and mortar services like banks also 
provide valuable “free” experiences as well.  The recent shift to e-commerce raises fears that 
these “free” experiences may be disappearing.  To capture the output of “free” experiences, I 
model their provision as a barter transaction of sales attention for experiences, and track this 
modeled transaction consistently with the industry outputs and inputs already tracked in GDP.   

Despite the rise of e-commerce, I find that brick and mortar shopping experiences grew 
faster than overall GDP after 2002.  It may be true that Americans are spending less time at brick 
and mortar retailers – but retailers more than compensate by increasing the quantity of “free” 
experiences provided per hour.  Consistent with the increased shopping output reported by 
retailers, shoppers self-reported lower stress levels during brick and mortar shopping.  I argue 
that these changes are driven by competition from e-commerce, so the improvement in brick and 
mortar shopping experiences can be viewed as an indirect productivity effect from the Internet.  
Focusing on the wholesale and retail sector, the post-2002 productivity slowdown shrinks from 
0.98 percentage points per year to only 0.13 percentage points per year.  Across the entire private 
business sector, the post-2002 productivity slowdown shrinks from 0.44 percentage points per 
year to 0.26 percentage points per year.   
  

                                                            
 Rachel Soloveichik is a research economist at the U.S. Bureau of Economic Analysis; e-mail: 
rachel.soloveichik@bea.gov. The views expressed here are those of the author and do not necessarily represent the 
U.S. Bureau of Economic Analysis or the U.S. Department of Commerce. 
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Introduction 

 

This paper uses an experimental methodology to capture the contribution of ‘free’ 

shopping experiences to consumer welfare while staying within the framework established by the 

official guidelines for national accounting, the System of National Accounts 2008 (SNA 2008).  

Most “free” shopping experiences are designed to provide potential customers with useful 

product information.  For example, two car models might have similar features – but one car 

model causes back pain for a potential customer and the other doesn’t.  Different people have 

different back problems, so a potential buyer can’t read online reviews or rely on a company’s 

reputation for quality.  Instead, they need to test drive multiple models and find one that is 

comfortable for them.  In other words, shopping is a research activity that helps buyers derive 

more value from a fixed level of out-of-pocket spending.  Shopping done by consumers is 

therefore part of household production and shopping done by businesses is market work. 

The experimental methodology imputes a barter transaction between users and 

salespeople: users give sales attention in return for ‘free’ shopping experiences.  My 

experimental methodology has at its heart two balancing components. On the expenditure side, I 

impute experience purchases equal to the cost of providing shopping experience services.  These 

costs are paid by salespeople, so ‘free’ shopping experiences are actually sales-supported 

shopping experiences.  On the income side, I impute sales attention revenue equal to the value of 

the sales-supported shopping experiences.  By construction, the value of sales-supported 

shopping experiences is precisely equal to the cost of providing the “free” shopping experiences.  

As a result, the experimental methodology reduces to treating the provision of “free” shopping 

experiences as payment in kind for sales attention produced by households and businesses. 

This paper studies all sales-supported shopping experiences, even if they occur outside 

traditional retail locations.  Vehicle shoppers generally take test drives around the neighborhood 

rather than staying on the dealership lot.  In the past, Tupperware distributors and other small 

non-store retailers sometimes provided “free” shopping experiences in clients’ homes.  Similarly, 

business salespeople often visit client locations to introduce new products and train users on 

existing products.  Furthermore, products like timeshares or business software are often sold at 

conferences held in hotel ballrooms or other public locations.  Finally, some e-commerce 
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companies like Stitch Fix provide personal shopping assistants who communicate with clients 

remotely to determine their clothing needs and then send samples for clients to try at home.  

Conceptually, the imputed barter transaction described above is nearly identical to the 

imputed barter transaction developed in earlier work on advertising-supported media and 

marketing-supported information (Nakamura, Samuels and Soloveichik 2017).  Furthermore, this 

paper will not include “free” shopping experiences provided by websites like Amazon because 

that “free” digital content was already studied in the earlier work.  The main difference is that the 

earlier paper studies mass communication and this paper studies one-to-one communication.  

Mass media like television and the Internet occupy huge amounts of leisure time and may 

provide enormous consumer surplus (Brynjolfsson, Eggers and Gannanemi 2018).  However, 

mass media has relatively low costs of production and therefore a low value in the supply-use 

tables and in the experimental methodology.  In contrast, one-to-one experiences have higher 

costs of production and therefore a higher value in the supply-use tables and in the experimental 

methodology.  In 2016, I calculate that “free” consumer shopping experiences added $662 billion 

to nominal GDP, quintuple the $121 billion contribution from “free” consumer digital content. 

Figures 7 and 11 show the impact of the experimental methodology on real GDP and 

total factor productivity (TFP).  Both series show an inflection point around 1995, a year that has 

been previously identified as an inflection point in the production of information technology (IT) 

equipment (Jorgenson 2001).  In the paper discussion, I attribute this inflection point to the 

introduction of e-commerce in the late 1990’s – but it is possible that other aspects of the digital 

economy also played a role.  The wholesale and retail industries are most impacted by the 

experimental methodology, but other industries also supply “free” shopping experience as well. 

Since 2002, “free” shopping experiences have raised nominal GDP growth by 0.04 percentage 

points annually, real GDP growth by 0.06 percentage points annually and aggregate TFP growth 

by 0.13 percentage points annually.  The increase in TFP growth is large enough to substantially 

ameliorate the recent slowdown in productivity growth.  

One might argue that “free” shopping experiences are implicitly bundled together with 

purchased goods and services and therefore already counted in GDP.  However, better shopping 

experiences are not always correlated with higher merchandise prices.  By construction, potential 

customers provide sales attention in barter for “free” shopping experiences.  This imputed barter 

transaction raises measured output and measured input by the exact same amount, so net value-
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added does not change.  For example, chain bookstores like Barnes & Noble provide both lower 

prices and better “free” shopping experiences than the independent bookstores they replaced.  As 

a result, the experimental methodology does not double-count retailer margin in GDP. 

Even if shopping experiences were implicitly bundled together with purchased goods and 

services, they would still represent an important quality attribute.  So, an alternative 

methodology to account for shopping experiences might involve adjusting pre-existing price 

indexes for quality changes due to changes in the quantity or quality of the bundled shopping 

experiences.  However, implementing such an alternative methodology is extremely difficult.  To 

start out, it requires collecting data on the shopping experience bundled with every item tracked 

by the Bureau of Labor Statistics (BLS).  And even if that data could be collected, adjusting 

every single price index used by BEA in the GDP calculations would still be a mammoth 

undertaking.  As a robustness test, I calculated TFP using a simplified alternative methodology 

and found very similar results to Figure 11. 

The paper will be divided into three parts. Section 1 provides background information on 

the current methodology for handling sales-supported experiences in GDP. I then describe the 

experimental methodology in more detail and review the previous literature on sales-supported 

experiences. Section 2 collects data on sales expenditures and estimates the nominal value of 

sales-supported experiences in the United States.  I then use that data to recalculate nominal 

output and nominal GDP from 1929 to 2016.  Section 3 introduces the price indexes for ‘free’ 

sales-experiences and sales viewership from 1929 to 2016.  The section then goes on to 

recalculate real GDP and TFP by industry.   

 

Section 1. Conceptual Discussion of ”Free” Shopping Experiences 

 

What’s Included in “Free” Shopping Experiences? 

This paper studies three separate types of shopping experiences: verbal experiences, 

display experiences, and tactile experiences.  Verbal experiences are provided directly by 
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salespeople, who talk to customers and help them individually.  In contrast, display experiences 

are provided indirectly by salespeople, who organize displays and then allow customers to 

browse items at their leisure.  Finally, tactile experiences are provided by the items themselves 

when customers touch, try on or test items.  Most brick and  mortar stores provide all three types 

of shopping experience simultaneously.  For example, a clothing salesperson might provide 

general fashion advice, direct a shopper towards a display of clothing, and then direct the 

shopper towards a fitting room where they can try select items. 

Readers should note that this paper studies the shopping experience only, and does not 

consider the purchasing experience at all.  In Betancourt’s terminology, the paper studies 

information and ambiance but not physical goods, personal services or distribution services 

(2016).  As a result, previous papers studying the transition from full-service purchasing to self-

service purchasing are not relevant to this paper.  In particular, Basker, Foster and Klimek (2017) 

examined the transition from gas stations attendants pumping gas to drivers pumping gas.  This 

transition raised measured productivity for gas stations and increased household production of 

gasoline pumping services – but had minimal impact on the supply of “free” shopping 

experiences because modern gas stations provide neither verbal, display nor tactile experiences 

to gasoline customers.1  Similarly, the introduction of barcodes and barcode scanners (Basker 

2012) primarily impacted the purchasing experience and had little impact on the shopping 

experience.  Many retailers are currently trying to switch from cashier checkout to self-checkout.  

If they are successful, this switch may lower prices and raise productivity.  But it will not 

directly impact the shopping experience. 

 

Does This Methodology Double-Count Wholesale and Retail Output? 

 Some shopping experiences are already counted in the published GDP statistics.  

Warehouse clubs like Costco explicitly charge for membership and restrict entry to paid 

members.  These membership fees are already counted in their retail margin.  In fact, they 

approximately cover the cost of the shopping experience provided by warehouse clubs, so this 

                                                            
1Gas stations with convenience stores sometimes provide a display experience for soda, candy and other snacks. 
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industry provides virtually no “free” shopping experiences.2  To the best of my knowledge, there 

is no legal or technological barrier preventing other retailers from charging similar membership 

fees.  However, other brick and mortar stores allow potential customers to enter for free, talk to 

salespeople as long as they like, and then leave without charging them a penny.  In fact, such 

behavior is recommended for high value goods like automobiles (Carmax 2017) or appliances 

(Anderson 2014).  As a result, the current GDP methodology excludes the vast majority of 

shopping experiences from measured industry output and measured GDP. 

Similarly, some sales attention is already counted in the published GDP statistics.  

Retailers frequently offer temporarily low prices on a few selected goods.  These loss leaders are 

often very high profile items like turkey before Thanksgiving (Chevalier, Kashyap and Rossi 

2003).  Implicitly, shoppers are offered discounts as an incentive to come to the store – and once 

they’re at the store they tend to buy additional items.  These temporary low prices are currently 

tracked in BLS’s price indexes just like any other price change.  As a result, BEA’s published 

PCE tables show an increase in real consumption associated with temporary loss leaders.  

However, permanent loss leaders like cheap milk at the back of stores are not currently counted. 

One might argue that “free” shopping experiences are implicitly bundled together with 

purchased goods and services, and so the experimental methodology double-counts “free” 

shopping experiences.  As a robustness test, I explored a simplified version of the alternative 

methodology5 in which both the production cost of “free” shopping experiences and the amenity 

value of speedy service are fully reflected in merchandise prices.6  By construction, this 

alternative methodology produces the same nominal GDP levels as BEA’s current methodology.  

But the impact on measured TFP is quite similar to the results presented in the body of the paper 

using the experimental methodology.7  Intuitively, BLS’s current price indexes are focused on 

physical good prices and physical good attributes.  As a result, changes in either the quality of 
                                                            
2 I do not count premium programs, which offer discounts in return for an upfront payment, as paid experiences. 
5 In my simplified alternative methodology, “free” shopping experiences are distributed across all purchased goods 
and services in proportion to their revenue.  This simplification allows me to keep all the pre‐existing industry price 
indexes.  I do not know how measured prices might change under the full alternative methodology. 
6 BLS’s individual price series compare prices for the same item at a single seller over time.  This methodology 
implicitly captures amenities bundled with items if individual outlets maintain consistent amenities over time and 
cheap chain stores offer fewer amenities.  Many researchers argue that chain stores offer comparable amenities, 
and so BLS’s current price indexes overestimate inflation (Reinsdorf 1993) (Hortascu and Syverson 2015). 
7 However, the alternative methodology treats decreased shopping time as output quality improvement rather 
than a reduction of inputs.   Accordingly, the full TFP changes shown in Figure 11 appear as real GDP changes. 
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the shopping experience or the shopping time provided by customers are missed in the measured 

productivity statistics – but counted in both the experimental and alternative methodologies. 

 

 Current Treatment of Sales-Supported Experiences in SNA 2008 and the U.S. National 

Income and Product Accounts (NIPA’s) 

 In the SNA 2008 and the U.S. Bureau of Economic Analysis (BEA) National Income and 

Product Accounts, sales-supported experiences are treated simply as an intermediate input to the 

production of other goods and services.  If one thinks of exercise equipment as being the sold 

good, then a salesperson offering advice to dieters is considered an expense of the sporting goods 

store.  The current methodology treats the costs of the salesperson’s time just like the cashier’s 

labor ringing up the sale.  In this treatment, there is no consumption benefit to the consumer of 

the sales experience provided, except to the extent that the consumer pays for costs associated 

with receiving the sales experience, such as driving to the sporting goods store.  Furthermore, the 

current methodology does not consider whether a consumer browsed for hours before selecting 

their purchase or bought immediately without browsing at all. 

The difficulty with that treatment is sales-supported shopping experiences provide a 

much greater value to consumers than the cost of driving to a store.  Because sales-supported 

experiences provide so much value to consumers, it is inconsistent to not count this as 

consumption in final expenditures. This difficulty is highlighted when sporting goods stores bid 

content providers, such as personal trainers away from the paid service sector into sales-

supported experiences.  Under the current treatment, a personal trainer offering advice in a 

sporting goods store cease to be providing consumer recreation services and becomes part of 

sales instead.  Another way to think about this is how the value of exercise equipment to the 

consumer is affected by the possibility that a personal trainer will provide an optimal usage 

regimen.  The mere possibility increases consumer choice and therefore welfare.  Should this 

improvement in welfare be reflected in the quality-adjusted price for exercise equipment?  Yet 

the exercise equipment might be bought from Amazon and then the usage regimen provided 

years later at a lecture held in a brick and mortar store.  Does it make sense to increase the real 

output of Amazon and its measured TFP if there is no change in Amazon’s product or process? 
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Stylized Model of “Free” Shopping Experiences 

It is useful to clarify the conundrum with the following highly stylized model. I consider 

an exercise equipment company, a celebrity personal trainer and households.8 The exercise 

equipment manufacturer company must hire salespeople before they can sell their product.  

Initially, the manufacturer spends $55,000 to produce exercise equipment, spends $25,000 on 

telemarketing with no experience value, and sells 800 pieces of equipment for $100 each.  The 

celebrity then sells 800 tickets to her event for $25 each.  Eight hundred households each spend 

$100 on exercise equipment and $25 on celebrity classes.  Now, suppose the manufacturer hires 

the celebrity for $20,000 and cuts telemarketing costs by $20,000.  The celebrity then provides 

her event for “free” but includes a pitch to buy exercise equipment.  The eight hundred 

households receive the exercise equipment and the event, but pay only $100 per household for 

the exercise equipment (and listen to a sales pitch for the exercise equipment).  For simplicity, I 

assume that the demand for celebrity classes is unaffected by this switch. In other words, 

households act as if they were paying $25 for the celebrity classes, but instead, they are listening 

to the sales pitch and appear to perceive that listening to the celebrity classes costs them $25 

each.  Roughly speaking, the households consume the same amount but pay less out of pocket.   

In the current national income accounts treatment, output drops. The celebrity class is no 

longer measured as part of personal consumption, only the exercise equipment is. In the initial 

case, $100,000 in economic resources was used to produce $100,000 in consumption output. 

With sales-supported shopping experiences, $80,000 is used to produce $80,000 in consumption 

output. Effectively, $20,000 has disappeared from real output. However, this appears to be a 

misrepresentation in that the households are still consuming the same real amount of exercise 

instruction, but it has disappeared from measured output. 

                                                            
8 For simplicity, I assume that the exercise equipment company hires the personal directly, manufactures the 
equipment themselves and then hosts classes in their offices.  In a more realistic model, a celebrity personal 
trainer might hire assistants to conduct the actual classes.  Furthermore, the exercise equipment company might 
offshore the physical manufacturing of equipment and rent space in a gym to host the class.  Regardless of the 
number of parties, and the payments between them, the imputed barter transaction of sales viewership in return 
for shopping experiences is the same and measured GDP is the same. 
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 One possible treatment would be to view the celebrity class with sales pitches included as 

having the same real value but falling in price to zero. That is, nominal output is $80,000, but 

real output is $100,000. While I do not actually observe the market value to the consumer of the 

information in most cases, I can impute the market value based on the production cost. But 

standard economic formulas do not work well when analyzing goods and services with zero 

prices. For example, it is difficult to explain why consumers sometimes pay to avoid sales 

pitches if the price for sales-supported shopping experiences is zero. Furthermore, if the situation 

should reverse and a price be paid, the rate of inflation for that item cannot be calculated.   

 A more satisfactory treatment was explored in (Nakamura, Samuels and Soloveichik 

2017).  That paper treated advertising-supported media and marketing-supported information as 

a barter trade: the consumer receives entertainment in return for viewing advertising or 

marketing. I propose doing the same for sales-supported shopping experiences.  I would record a 

dollar as paid by the consumer to the manufacturer for the celebrity show, and the manufacturer 

would pay it back to the consumer for listening to the sales pitch. In this treatment, sales-

supported experiences are reflected in the real income and consumption of the consumer. The 

amount mirrors the true value of shopping experiences to modern society and in a way which 

finds parallels with the treatment of similar products with no out-of-pocket price.   

The experimental methodology does not imply including all household production in the 

NIPA’s.  Instead, this paper treats sales-supported shopping experiences as a payment in-kind for 

services produced by households. SNA 2008 already counts other noncash payments as labor 

income (Section 7.51). SNA also imputes cash values for barter transactions (Section 3.75), 

owner-occupied housing (Section 6.34), and financial services indirectly measured (Section 

6.163). Just as with those transactions, I impute a value for sales-supported shopping experiences 

based on estimated costs. However, since the household is not ’employed’ by the experience 

producer, I treat the household production of the service of providing access to sales as a form of 

production by an unincorporated household enterprise.  These unincorporated household 

enterprises are part of the market sector and their output is therefore included in GDP (Section 

4.155-4.157).  But their productivity is difficult to measure because the capital assets used in 

producing sales attention are inextricably mingled with the consumer durables used in general 

household production (Section 7.36).  To minimize deviation from BEA’s official industry 
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product accounts, I do not consider the production process for sales attention.  I intentionally 

avoid this due to the plethora of issues involved in measuring unincorporated household 

enterprises. 

Consumers use “free” shopping experiences for both household production and pure 

leisure.  For example, some people might visit sporting goods stores so they can improve their 

health with exercise.  As a result, their exercise could be seen as type of household production.    

Other people simply enjoy examining motor boats but don’t intend to improve their health with 

exercise.  SNA 2008 currently excludes almost all household production from GDP, and 

therefore combines consumer purchases for household production with consumer purchases for 

direct consumption in PCE.  Consistent with this treatment, the experimental methodology does 

not distinguish between sales supported shopping experiences used for household production and 

sales-supported shopping experiences used for pure leisure.  If future editions of the international 

guidelines for national accounts choose to include household production in either measured GDP 

or a recognized satellite account, then the experimental methodology might be revised to match 

the new treatment. 

 

Review of Literature 

To the best of my knowledge, no existing paper has yet studied “free” shopping 

experiences through the lens of a barter transaction.  However, my research is related to existing 

literature on household production, product variety, within-store shopping spillovers, within-

neighborhood shopping spillovers, resale price maintenance, permanent income hypothesis and 

“free” media content.  This section will give a brief overview of the first six literatures and 

explain why each is relevant to the shopping experience.  I already discussed earlier research on 

“free” media content in the introduction, so I will not repeat it here. 

Shopping is a major category of household production, and there is a rich economics 

literature documenting how it helps lower out-of-pocket spending.  Holding the exact item fixed, 

consumers pay lower prices if they spend more time shopping (Aguiar and Hurst 2007, Griffith, 

et al. 2009, Nevo and Wong 2015).  Knowledgeable consumers also pay lower prices without 

sacrificing product quality (Bronnenberg, et al. 2015).  Finally, there is a general literature 
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studying household production consistently with the national income and product accounts 

(Abraham & Mackie 2005, Bridgman et. al. 2012, Bridgman 2016).  These papers are all focused 

on consumer behavior, and they largely take the barter transaction of sales attention for “free” 

shopping experiences as given. 

There is also a rich economics literature studying product variety.  On the one hand, some 

researchers have found substantial welfare gains from new varieties like Apple-Cinnamon 

Cheerios (Hausman 1997), and minivans (Petrin 2002).  BLS’s currently published price indexes 

do not include these welfare gains, and recent research suggested that measured inflation rates 

might fall substantially if these variety gains were accounted for (Lecznar and Smith 2017).  On 

the other hand, other researchers have found that consumers can become overwhelmed by 

excessive product variety (Iyenger and Lepper 2000) and may even accidentally select a clearly 

inferior product (Sinaiko and Hirth 2011).  In other words, the welfare gains from product 

variety depend enormously on the quality of the shopping experience.  This dependence does not 

require any violations of standard economic theory.  Even rational consumers with full self-

control prefer shopping at well organized and easy to navigate stores. 

There is an enormous marketing literature studying within-store spillovers.  Items located 

near eye level sell much more rapidly than items located a few feet down or up.  Shoppers are 

also more likely to buy items located near the ends of aisles or close to the checkout counter.  

The retail industry is extremely aware of these location effects, and manufacturers frequently pay 

slotting fees in return for prime shelf space (FTC 2003, White, Troy and Gerlich 2000).    Many 

of the papers in this literature are qualitative, and so cannot be used to create a precise value for 

aggregate sales attention.  However, recent experiments have used mobile coupons to 

exogenously increase the distance that grocery shoppers walk in the store.  Those experiments 

demonstrate that a 10% increase in store distance increases total basket size by about $2.50 out 

of a $40 basket (Hui, et al. 2013).  Based on that result, I calculate that grocery stores earned $64 

billion additional profits from the unplanned purchases created by sales attention.9  Later in the 

paper, I will calculate that wholesalers and retailers spent $53 billion on salespeople, store 

                                                            
9 This calculation assumes that 25% of grocery store costs are fixed and 50% of food wholesaler costs are fixed.  If 
so, than a $2.50 increase in basket size will increase profits by $0.29, or $0.71% of the $40 basket.   I assume that 
merchandise damage is linear with shopping time, so I do not count that aspect of sales attention.     
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displays and other inputs to the “free” shopping experience.  In other words, the cost-based value 

for “free” shopping experiences matches implicit market transactions quite closely. 

The next level of spatial spillover is between nearby stores.  A recent paper by Koster and 

Pasidis (2017) estimated that each pedestrian walking by provides €0.005 of value to Dutch 

stores.  In the Netherlands, stores are typically small and owned separately.  As a result, these 

spillovers are considered externalities, which are generally excluded from the supply-use tables 

(SNA 2008, Section 3.92-3.95).  However, such unpriced externalities are rare in the United 

States. A paper by Gould, Pashigan and Prendergast (2005) demonstrates that small stores in 

malls benefit enormously from the foot traffic generated by the large anchor stores.  They argue 

that privately owned shopping malls are able to internalize this externality by charging minimal 

rents to anchor stores and high rents to small stores.  Similarly, big box stores frequently lease 

small kiosks to specialty retailers (Zumbach 2016).  Even outside shopping malls, real estate 

management companies frequently own nearby properties and set rents to internalize the 

spillovers (Jardim 2016).  Finally, business improvement districts sometimes set dues to 

internalize the spillovers from large anchors (Brooks and Strange 2011).  Considering all of these 

arrangements together, it seems likely that the spillovers from pedestrian traffic are mostly 

internalized in the United States, and so the spillovers should be tracked in the supply-use tables.   

Resale price maintenance is a practice where manufacturers specify the minimum price 

that their products can be sold for.  There is a vast economic and legal literature studying this 

practice and arguing whether it violates anti-trust law (Klein 2009).  Since the 1970’s, courts 

have generally held the resale price maintenance is permitted if it facilitates the provision of 

“free” shopping experiences (Gundlach, Manning and Cannon 2014).  Resale price maintenance 

has gained new prominence with the rise of “showrooming”, where people browse at brick and 

mortar stores before buying online (Kalyanam and Tsay 2013).  The resale prime maintenance 

literature contains many of the same concepts as the experimental model, and a few papers even 

discuss the importance of shopping time explicitly (Overstreet 1983).  However, that literature 

does not use an accounting framework to value either the “free” shopping experiences or the 

sales attention systematically. 

Finally, the permanent income hypothesis is a theory that consumers smooth income over 

time – and therefore consumption should not respond to short-term income shocks (Friedman 
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1957).  In recent decades, economists have demonstrated that expenditures on non-durable goods 

spike when individuals receive predictable income like Social Security Checks (Stephens 2003), 

bi-weekly paychecks (Stephens 2002) and food stamps (Hasting and Washington 2008).  Based 

on that spike, they reject the permanent income hypothesis.  This paper suggests a possible 

alternative explanation for the observed spike: retailers sometimes provide “free” check cashing 

to their customers.  In other words, individuals are visiting retailers to utilize the “free” check 

cashing services, and then buying items while they’re in the store anyway.10   

 

Section 2. Measuring the Value of “Free” Shopping Experiences 

 

This paper focuses on sales-supported shopping experiences and excludes other items 

which are provided without explicit cost.  To start out, I exclude advertising-supported media 

and marketing-supported information because those categories are already tracked in a previous 

paper (Nakamura, Samuels and Soloveichik 2017).  I also exclude shopping experiences which 

are explicitly paid for through membership dues.  Finally, I exclude post-purchase services like 

repairs or tech support which are provided without any explicit cost.  Those services are 

restricted to buyers only, so they are considered to be bundled with the purchased product.   

 

Sales Expenditures by Wholesalers and Retailers 2002-2015 

 To the best of my knowledge, no company or industry tracks the production cost for 

shopping experiences explicitly.  Companies often report spending for a combined category 

‘sales, general, and administrative’ (SG&A), but that category includes many costs which are 

unrelated to the “free” shopping experience.  In this paper, I will use occupational data to 

estimate the cost of producing “free” shopping experiences. 

                                                            
10Food stamps are now loaded electronically, but recipients may still want to check the balance.  Even individuals 
with a bank account may choose to combine shopping with check deposit if the bank is near a retail store. 



14 
 

 The primary data is taken from the Occupational Employment Survey (OES).  That 

survey reports employment and earnings for selected industry/occupation combinations.11  I then 

classified all workers in the wholesale and retail sector into three separate groups: a) definitely 

non-sales; b) definitely sales and c) ambiguous.  The first groups covers a very broad range of 

occupations, from manufacturing workers who create a product12 to the cashiers who ring up the 

sale and the repair workers who fix the product after purchase.  The key factor uniting these 

occupations is that the workers focus on serving individuals who are actually buying a good or 

service, not just browsing.  The second group covers the narrow range of sales workers.13 

Finally, the third group covers support staff who work in both.  For example, a janitor generally 

cleans both the sales aisles where shoppers browse and the cash registers where goods are 

purchased.  I then calculate the sales labor share with the following formula: 

(Sales Labor Share) = (Earnings for Definitely Sales Workers)/ 

[(Earnings for Definitely Sales Workers) + (Earnings for Definitely Non-Sales Workers)] 

Across the entire wholesale and retail industry, the sales labor share averages around 

50%, but there is enormous variation across subsectors.  Clothing retailers (NAICS 448) have a 

sales labor share of more than 80% and gasoline retailers (NAICS 447) have a sales labor share 

of less than 5%.  In the empirical analysis, I analyze each OES subsector separately, but the 

aggregate sales labor share is robust to combining the subsectors.   

The secondary data is taken from Economic Census’s detailed data on non-labor 

operating expenses.14  Most of the non-labor cost categories are general, but there are four 

categories which are definitely unrelated to production of “free” shopping experiences: 

‘purchased packaging’, ‘purchased delivery’, ‘purchased sales commissions’15, and  ‘purchased 

                                                            
11 The OES does not include self‐employed workers.  I used the American Community Survey (ACS) to calculate a 
self‐employment rate for all three categories of workers, and then adjust the OES data by that rate.  The ACS is 
much smaller than the OES and its industry data is not so reliable.  So, I calculate a single self‐employment rate for 
the wholesale/retail category rather than one for each individual subcategory. 
The OES’s published data are based on a three‐year combined sample, so they are slightly smoothed. 
12 For example, a supermarket butcher might cut individual roasts or a department store tailor might hem clothing. 
13 I include a few selected support occupations like sales supervisors.  I exclude advertising sales agents and other 
individuals who were already counted in the previous paper on “free” media content.   
14 This detailed data is only available in 2002, 2007 and 2012.  I interpolate between the years. 
15 This category only tracks sales commissions paid to other companies.  The labor earnings for those salespeople 
are tracked on their employer’s books – so I exclude the resold sales services to avoid double counting. 
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advertising and marketing’.  In addition, the IRS corporate income statistics also include another 

unrelated category: ‘write-off for bad debt’.  I subtract these five non-labor categories from total 

operating expenses and allocate the remaining non-labor expense categories proportionally to the 

sales labor share.  I also allocate returns on own capital and other profits proportionally to the 

sales share of operating expenses.  In the end, I estimate: 

(Sales Share) =(Sales Labor Share)*[1-(Packaging Share)-(Delivery Share) –  

 (Sales Commission Share) – (Advertising and Marketing Share) – (Bad Debt Share)] 

 Figure 1 shows sales expenditures by contribution factor from 2002 onward.  Salesperson 

compensation always represents the highest contribution cost, but the imputed categories sum up 

to more collectively.  Despite the explosive growth in e-commerce, the nominal sales share for 

the overall retail and wholesale sector has remained steady.  This steadiness is due to an increase 

in sales expenditures at brick and mortar stores over the past decade.  This increase on the 

intensive margin is sufficient to approximately cancel out the decrease on the extensive margin 

from customers switching from brick and mortar to e-commerce. 

Figure 1 also shows a decline in sales expenditures in 2009.  This decline is primarily 

caused by the imputation methodology.  Business profits plummeted during the recession, so the 

imputed return on capital used for sales declined dramatically.  In addition, many salespeople are 

paid on commission – so their labor earnings fell during the recession.  None of the results in this 

paper adjust for this cyclical issue, so readers should exercise caution when interpreting short-

term results. The discussion will focus on long-term trends, which are not changed by 2009. 

 

Sales Expenditures by Other Industries,  2002-2015 

Many stores outside the wholesale and retail sector offer “free” shopping experiences.  

For example, a bank might teach customers about investment products.  I use the same OES data 

described earlier to calculate salesperson compensation for each industry tracked in the supply-

use accounts.  Each industry has its own production process, so it is difficult to calculate support 

costs and non-labor costs using the same formulas described earlier for the wholesale and retail 

industries.  Instead, I will assume a fixed ratio of sales support costs to salesperson compensation 
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costs across all industries in a given year.  Since 2002, the ratio of sales support costs to 

salesperson compensation costs in the wholesale and retail sector rose steadily.  I assume the 

same increase in support costs for other industries as well. 

In total, I calculate that sellers spent $2.7 trillion on sales in 2015.  At first glance, this 

number appears very large – but it is consistent with company reports.  Using Compustat data, I 

calculated that publicly traded firms in the United States spent $2.0 trillion on sales, general and 

administrative (SG&A) in 2015.  I was not able to buy data on privately traded firms, but I use 

Compustat’s SG&A ratios by industry to impute SG&A spending of $3.1 trillion for those 

companies.  Furthermore, the OES reports that salespeople and sales support staff16 account for 

approximately one third of the total compensation earned by sales, general and administrative 

employees.  I do not have data on the ratio of output to spending for sales alone, but the overall 

wholesale and retail sectors enjoyed operating profits of 35% in 2015.  Accordingly, I calculate 

sales expenditures of $2.3 trillion [(2.0+3.1)*33%*135%] based on the Compustat data.  This is 

very close to the $2.7 trillion value calculated earlier. 

 

Historical Sales Expenditures, 1929-2001 

Unfortunately, the OES data described earlier is not available before 2002.17  Instead, I 

use the Current Population Survey (CPS) to extrapolate an annual sales share.  Like the OES, the 

CPS contains data on employment and earnings by industry and occupation.  However, the CPS 

data is self-reported and therefore considered to be less reliable (Fisher and Houseworth 2012). 

A particular problem is that individuals employed in manufacturer’s sales branches frequently 

report their industry as manufacturing rather than wholesale.  The CPS is a small survey, and its 

data on sales workers by NAICS code is extremely noisy.  I collapse the industry codes into three 

broad categories: wholesale, retail and everything else.  I also smooth the calculated sales share 

for each category over three years to minimize annual volatility.  In addition the Census 

                                                            
16 I cannot observe sales support staff directly.  Just like before, I split general and administrative employees in 
proportion to sales compensation and non‐sales compensation. 
17The OES does report data by SIC code from 1998 to 2002.  These two coding systems handle many subsectors 
differently and so I was not able to match the two datasets.  There is also some OES data before 1998, but the 
industry coverage is incomplete and the occupation codes are not consistent.  For simplicity, I do not use this data. 
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occupation codes are much coarser than the OES occupation codes.18   Instead, I then use their 

reported sales shares as a proxy to extrapolate the OES data back to 1967.   

I also use the decennial population Census to estimate historical expenditures on sales.  

The Census is a larger survey, and so I am able to get estimates of sales share by detailed NAICS 

code for Census years.  I use those detailed sales shares to allocate the total sales labor observed 

in the CPS across wholesale and retail subsectors.  Before 1967, the CPS data is not available.19  

So, I use the Census data to estimate sales shares back to 1929.  I have not yet been able to find 

annual data back to 1929, so I assume a smooth growth rate of sales share between Censuses.   

Figure 2 shows aggregate sales expenditures relative to GDP.  The most important result 

is that sales have been gradually shifting from the wholesale and retail sector to other industries.  

A portion of this increase can be attributed to the long-term transformation of the U.S. economy 

from goods to services.  But the service sector has also increased its sales share over time.  Malls 

are now partially supported by nail salons, restaurants and other service industries. 

Readers should note that the long-term nominal trend is somewhat sensitive to the 

extrapolation method used before 2002.  For some reason, the decennial population Census 

shows a large decrease in the average sales retail sales share in 1990 that the CPS does not show.  

I welcome suggestions from readers on why this discrepancy exists.  For now, I chose to use the 

CPS because its methodology appears to be more consistent over time.  I welcome suggestions 

on how to balance these two datasets better.  Readers should also note that the aggregate total 

shown in Figure 2 relies on a combination of OES and Economic Census data.  The OES is 

conducted by the Bureau of Labor Statistics (BLS) and the Economic Census is conducted by the 

Census Department.  These two agencies use different survey techniques and data cleaning 

techniques.  It is possible that these methodology differences may result in an aggregate total 

which neither the BLS’s methodology nor the Census’s methodology would produce alone.20 

 

                                                            
18 This coarseness is exacerbated by my choice to use the Ipums summary variable occ1950 rather than the full 
occupational data available. I made that choice because it enabled more consistent comparisons over time. 
19 The CPS microdata goes back to 1962, but they changed their industry coding in 1967 without an overlap. 
20 Factoryless goods producers are a particular issue. These companies often report as manufacturers, but the 
Census generally shifts them to the wholesale sector.  
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Sales Opportunity Costs from “Free” Shopping Experiences 

The previous sections focused on seller expenditures and omit a major cost of tactile 

shopping: it’s hard on the goods being examined.  Generally accepted accounting principles 

(GAAP) mandates that ordinary damage should be tracked in cost of goods sold (COGS) rather 

than operating expenses (Epstein, Nach and Bragg 2009).21  For example, a grocery store might 

buy 10 apples, lose 2 when a careless customer knocks over the display and then sell the 

remaining 8.  Implicitly, the store earns a negative retail margin on the damaged apples.  In other 

words, the value of the damaged apples is currently considered an opportunity cost rather than an 

expense.  Regardless of the accounting treatment, it is an economic cost for the provider of 

“free” shopping experiences and therefore should be included in their value. 

 Unfortunately, I have not been able to find any data tracking total sales opportunity costs.  

In this preliminary draft, I will estimate sales opportunity costs for goods from three separate 

sources: consumer shoplifting, consumer returns,23 and consumer food-handling.  These three 

sources represent only a portion of the opportunity costs associated with tactile shopping  – so 

my estimates should be seen as a lower bound on the total cost of tactile shopping.  Vehicle 

dealers, prescription drug pharmacists and gas stations rarely allow unsupervised tactile shopping 

and almost never allow returns – so I assume that customer damage for those items is negligible. 

My data on consumer shoplifting is taken from the National Retail Federation (NRF).  

Since 1991, the NRF has published annual estimates of total inventory shrinkage and the share 

attributable to customer theft.  Before 1991, I use periodic reports on inventory shrinkage from 

the Merchant Retailers Association.  These reports do not split customer shoplifting from 

employee theft, so I use my best judgement and industry research (Curtis 1960, 1973 and 1983) 

to estimate the consumer share of shrinkage.  In practice, consumer shoplifting is relatively rare 

and my aggregate results are  not sensitive to the treatment of this item. 

                                                            
21 This treatment only applies to unrepaired damage.  Repair costs are included in operating expenses. 
In many cases, damaged items are mixed together with undamaged items.  Rational shoppers expect that a portion 
of the items purchased will be damaged and therefore demand a lower average price. 
23 Very few consumer returns are prompted by genuine product defects or other store error.  Instead, customers 
simply changed their mind on an item after they took it home.  By law, retailers could forbid this type of return – 
but most explicitly permit it and advertise their return policy prominently. 
Readers should note that retail returns are not synonymous with the “returns and allowances” tracked by the IRS. 
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My data on consumer returns is also taken from the NRF.  Since 2004, the NRF has 

published annual estimate of consumer return rates.  According to the National Retail Federation, 

department store customers returned approximately 15% of their purchases in 2016 (Appriss 

Retail 2017).24  Modern shoppers typically expect merchandise to be neatly packed in unopened 

boxes, and modern retail stores are too busy to process returns in-house.  As a result, most 

returns are sold almost immediately to specialty liquidators for about 30 cents on the dollar.  In 

total, I estimate that consumer returns reduced net department store revenue by approximately 

9.5% in 2016. 25 

The 9.5% reduction in net revenue from returns is a recent phenomenon.  Since 1995, 

online liquidation companies grew from almost nothing to buying most retail returns.  For 

example, Bstock.com auctions truckloads of returns from major companies like Walmart or Best 

Buy.  Even though these auctions significantly increase the average price paid for liquidated 

returns, they also increase the likelihood that companies will liquidate returns and therefore 

dramatically reduce the average resale price for consumer returns.  I assume that these online 

specialty liquidators grew at the same rate as the retail ecommerce sector.    Before 1995, 

consumer returns had very little impact on net revenue.  Department stores had desks devoted to 

processing returns, and they generally did any necessary repairs in-house.  One 1942 study 

estimated that 78% of returns sold at full price and many of the discounted returns might have 

been marked down even if they hadn’t been sold (Gault and Goodman).  Over the next five 

decades, retail discounting gradually become more common.  Between 1929 and 1995, I use the 

average return rate and the average markdown rate as extrapolators to estimate annual sales 

opportunity costs.  In total, I estimate that consumer returns only reduced department store 

margins by only 1% in 1929 and 4% in 1995, much lower than the 10% calculated for 2016.   

Finally, I estimate the opportunity cost of food shopping.  Food items are rarely 

shoplifted or returned to stores – but in-store damage is common.  For example, a fruit shopper 

might poke items to find the ripest one or cereal shopper could accidentally knock boxes down.  

Even though damaged food is generally completely safe, modern supermarkets generally discard 

it anyway (Jacobs 2014).   According to the USDA, current food losses at the retail level are 

                                                            
24They report a median, and includes e‐commerce, but excludes grocery stores, gasoline and automobiles.   
25 My numbers are based on research published by Professor Zac Rogers (Kroll 2017), and personal conversations 
with him giving industry background.  All estimates calculating the average value of returns are my own. 
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approximately 10%-12% (Buzby, et al. 2016 Buzby, Wells and Hyman 2014).  Historically, food 

discards were much rarer.  One 1943 study estimated only 3% food losses at the retail level 

(Education Federal Security Agency), and a 1977 study estimated food losses of 4% at the 

distribution (Comptroller General).  Between years with data, I use the consumer returns for non-

food items estimated earlier to interpolate food damage numbers.26  For all years, I assume that 

customer shopping accounts for half of the lost food.   

Unfortunately, I have not been able to locate any data tracking sales opportunity costs 

outside the consumer goods sector.  Anecdotally, “free” trials are common for consumer services 

like cable television and business services like software.  For now, I will assume that the 

consumer service sector, the business goods sector and the business service sector all have the 

same ratio of sales opportunity costs to sales expenses as the consumer goods sector for each 

year studied.27  In other words, I assume that sales opportunity costs have risen in all sectors, not 

just the consumer goods sector. 

Figure 3 shows my estimate of sales opportunity costs over time.  I find they grew rapidly 

after 1995 and now account for nearly 5% of nominal GDP.  In an economic sense, sales 

opportunity costs from reselling consumer returns are almost exactly equivalent to sales labor 

costs from processing returns in-house.  As a result, my empirical analysis will count both sales 

opportunity costs and sales labor costs when valuing “free” shopping experiences.  As a 

robustness test, I also calculated nominal GDP, real GDP and TFP when only the sales expenses 

tracked in Figure 3 are included in final output.  That methodology results in a much lower 

growth impact from “free” consumer shopping experiences.  In other words, sales opportunity 

costs are an important and growing component of the economy in recent years. 

The Internet has almost certainly contributed to the rise in sales opportunity costs.  For 

goods, e-commerce companies typically have higher return rates than their brick and mortar 

counterparts.  Some of these returns might be explained by the difficulty of buying items 

remotely, and could potentially be avoided with better virtual shopping technology.  But e-

commerce companies, also make returns extremely easy – so customers return items that they 

                                                            
26 Some of these studies include food loss at the wholesale level, so the exact numbers might not be comparable.  
Readers should note that the USDA’s currently published statistics assume each commodity has a fixed loss ratio 
over time.  However, metabolic models indicate actual food waste increased  after 1970 (Hall et al. 2009)  
27 I use the consumer share developed in the next section to calculate sales expenses for consumer goods alone. 
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might have otherwise kept.  I calculate that consumer returns reduced e-commerce revenue by 

approximately 23% in 2016.  This is approximately enough to offset the lower e-commerce sales 

expenditures discussed earlier.  In other words, e-commerce companies are substituting in-home 

tactile shopping for in-store verbal and display shopping.  Similarly, the Internet has made it 

much easier to request and receive “free” trials of services which can be delivered electronically. 

Readers should note that Figure 4 implicitly includes open source software like Linux.  

Even though Linux is owned and controlled by a non-profit corporation, most of the 

programming is done by private companies such as Red Hat or Intel (Anthony 2014).28  

Intuitively, those companies offer a basic software version to attract clients, and then sell paid 

services like premium software, consulting and computer design.  I calculate likely producers of 

open source software may have provided $30 billion of “free” trials to domestic businesses in 

2016.29 In comparison, an industry study estimated that open source software reduced proprietary 

software sales by $60 billion worldwide (Standish Group International, 2008) and an academic 

study estimated that Apache, an open source server software, would cost $2-$12 billion to 

replace with proprietary software (Greenstein and Nagel 2014).  If the entire $30 billion of “free” 

trials was recorded as additional software investment, then  measured software investment would 

rise from the $333 billion currently recorded in Table 5.6.5, line 2 to $363 billion.  This is a 

nontrivial increase, but not enough to change economic history much. 

   

Valuing the “Free” Shopping Experience. 

Only a portion of the sales expenditures shown in Figure 2 provides experiences desired 

by shoppers.  Salespeople spend significant resources preparing and practicing the sale pitch that 

they include with the ‘free’ shopping experience.  Furthermore, the merchandise damage and 

“free” trials shown in Figure 3 are valued at retail prices, which may overstate the true economic 

cost to sellers.  I have not been able to find any data estimating the split between shopping 

experiences and other spending.  For now, I will assume that half of sales expenditures are 

devoted to preparing and practicing the sales pitch, and half of sales opportunity is a true cost to 

                                                            
28 https://www.extremetech.com/computing/175919‐who‐actually‐develops‐linux‐the‐answer‐might‐surprise‐you 
29I focus on the industries: computer manufactures (NAICS 334), publishers (NAICS 511) and computer system 
designers (NAICS 5415).  These industries produce other products, so $20 billion in an upper bound on software. 
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retailers.  In other words, only $0.50 out of every $1 in nominal spending shown in Figures 2 and 

3 genuinely benefit the recipient.  A small portion of those shopping experiences are funded 

through membership fees and other explicit charges.  These paid shopping experiences are 

already well tracked in the GDP, so I subtract them from the experimental estimates of “free” 

shopping experiences.  

 Figure 4 shows the value of “free” consumer shopping experiences relative to GDP over 

time.  I find a U-shaped pattern, with “free” consumer shopping experiences growing slower than 

overall GDP before 1995 and faster than overall GDP afterwards.  The 1990’s have previously 

been identified as a crucial turning point for the information technology (Jorgenson 2001), so it 

seems likely that the Internet was a major cause of the increase in “free” consumer shopping 

experiences.  However, this paper does not test that hypothesis formally.  Regardless of the 

reason, the experimental methodology suggests that nominal economic growth is modestly 

overestimated prior to 1995 and modestly overestimated after 1995. 

   

Section 3:  Price Indexes, GDP Quantity Indexes and TFP 

 

Conceptual Discussion 

Shopping experiences are a very difficult service to deflate properly.  One issue is that 

sellers frequently create new sales campaigns to introduce new goods, to change the perception 

of existing goods or to simply entertain frequent shoppers who are bored with the old campaign.  

So I cannot track the cost of producing the exact same sales campaign over time.  In addition, 

experiences are a  non-rival good with poorly defined units of output.  For example, a store 

might switch from starting their Christmas promotions right after Thanksgiving to starting the 

promotions in September.  Is this additional mistletoe decoration an increase or decrease 

information is in shopping experience?  Finally, some sellers are sometimes forced to trade-off 

between providing a pleasurable shopping experience and one that provides information more 

efficiently.  For example, should a salesperson flatter customers trying on a new outfit or give 



23 
 

accurate advice on how to improve their selection.  Which one approach represents a higher 

quality shopping experience? 

 

Verbal Shopping Experiences 

Verbal shopping experiences are a very labor intensive service to provide with little 

productivity growth over time.30  Shoppers typically expect that salespeople will listen to their 

unique circumstances and give individual advice.  Furthermore, new technology like 

smartphones may harm rather than help personal conversation skills.  If sales wages were the 

only input to verbal shopping experiences, then it would seem plausible that prices for verbal 

shopping experiences would track wages for salespeople exactly.  However, verbal shopping 

experiences also require a space for salespeople to meet customers and other non-labor costs.  

The current price index is an equally weighted geometric mean of salesperson compensation31 

and space rental costs.32  I assume no productivity growth since 1929. 

 

Display Shopping Experiences 

Display shopping experiences are less labor intensive to provide and have experienced 

significant productivity growth.  Early in the century, displays were generally planned 

individually by skilled artists or experience managers (Leach 1994).  Since the 1970’s, marketing 

professionals have observed shopping behavior scientifically (Underhill 2000 and 2005) and 

used those observations to create pre-printed signs and other mass produced marketing displays 

that can be implemented by unskilled workers.  My current price index is taken from BLS’s 

producer price index for store displays (WPU159A04).  This series is available back to 1982.  

                                                            
30 I have also experimented with constructing a price argument from restaurants.  The basic argument is that 
restaurants meals are more expensive because they include a dining experience provided by waiters, bartenders 
and other salespeople. So, the difference should correspond to the cost of providing a verbal dining experience.  
This price index grows even faster than my input‐based method, suggesting negative productivity growth. 
31My primary data for compensation costs is BLS’s Employment Cost Index.  This provides data on compensation 
back to 1984 and wages back to 1977. I supplement withdecennial population Census data and other sources to 
get annual compensation estimates back to 1929.   My compensation data is based on mean compensation per 
employee, and does not adjust for labor quality.  Salesperson quality partially depends on traditional human 
capital factors like education and experience – but it also depends on retail specific factors like honest, personality 
and a willingness to work odd hours.  I welcome suggestions for measuring quality‐adjusted wages over time. 
32 For now, I use BLS’s PPI for shopping center leasing (PCU5311205311201) back to its start in 1996.  Before then, I 
use BEA’s existing  price index for hotel accommodations (BEA Table 2.4.4, line 85).  I use those two indexes rather 
than a construction cost index because those two indexes include maintenance costs like cleaning and utilities. 
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Before then, I use BEA’s pre-existing price indexes for household appliances (Table 2.4.4, line 

10) as a proxy for the cost of electronic store displays and pre-existing price index for 

recreational books (Table 2.4.4, line 17) as a proxy for the cost of print store displays.33 Just like 

verbal shopping experiences, display shopping experiences require also require a space for 

customers to stand while looking at displays.  My current price index is an equally weighted 

geometric mean of display costs and space rental costs. 

 

Tactile Shopping Experiences 

The main cost of tactile shopping experience is the sales opportunity cost.  For goods, the 

merchandise may be damaged by customers.  For services, the “free” trial may cannibalize 

purchases.  As a result, the cost of tactile shopping depends on the cost of the items being 

examined.  For example, retailers frequently put costume jewelry out for customers to handle on 

their own – but lock up genuine jewelry for customers to observe from afar.  My price index for 

tactile shopping is simply an average of BEA’s pre-existing price indexes for consumer goods 

and services (Table 2.4.4), weighted by the estimated value of for each major good or service 

provided “free”.  Readers should note that this price index focuses on consumer shopping 

experiences and might not capture the cost of tactile business shopping perfectly.34 

Figure 5 shows the three price indexes over time.  The most important result is that tactile 

experience prices and display experience prices both grew slower than overall GDP prices, and 

verbal experience prices grew faster than overall GDP until 1995.  The slower price growth for 

display and tactile shopping can be explained by productivity growth and outsourcing in the 

manufacturing sector.  It is now very cheap for retailers to design a new product line, and 

commission posters promoting the product from specialty manufacturers, and then put the 

product in stores for customers to handle and damage.  On the other hand, verbal shopping 

experiences are very labor intensive and the basic process of talking to a salesperson has not 

changed much over the past century.  So, prices for verbal shopping experiences rose with blue-

collar wages. 

 

                                                            
33 I assign electronic store displays a weight of 33% and print store displays a weight of 67% in my index. 
34 In theory, the TFP formulas could allow a separate tactile shopping price index for every industry which provides 
“free” trials.  But that would be unwieldy to calculate in practice and would have little impact on aggregate TFP. 
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Combined Prices for “Free” Shopping Experiences 

Figure 5 shows that the three types of shopping experiences have very different price 

trends, so the combined price index depends enormously on the weight for each category.  To 

start out, I weight tactile shopping by the sales opportunity costs shown in Figure 3 plus an 

estimate of the sales expenses which are devoted to promotional products like pencils with the 

company name and “free” product samples.  I will use that lower bound as a weight for tactile 

shopping experiences in my analysis.  In contrast, it is harder to determine expenditures on 

display shopping experiences versus verbal shopping experiences.  The basic problem is that the 

same employees provide both, and the only data I found splitting salesperson time by task was a 

1928 study of department store salespeople (Bittner). 

In the absence of more recent data, I will use three minor occupations in the OES as 

proxies: merchandise displayers (occ_code 27-1026), demonstrators and models (occ_code 41-

9011 & 41-9012).35  The first occupation is clearly focused on display shopping experiences and 

the next two occupations are clearly focused on verbal experiences.  For each industry, I assume 

that general sales expenditures are allocated in proportion to compensation for these three minor 

occupations.  For example, direct selling establishments (NAICS 4543) employ no merchandise 

displayers and plenty of demonstrators and models.  Accordingly, it seems reasonable to assume 

that general salespeople employed in that industry are mostly providing verbal experiences.  I 

also assume that the display share for each industry is fixed throughout my sample. 

Figure 6 compares prices for “free” shopping experiences with prices for “free” content 

calculated in earlier research (Nakamura, Samuels and Soloveichik 2017).36  The most important 

result is that prices for “free” shopping experiences have grown slightly slower than overall GDP 

since 1929.  In comparison, prices for “free” digital content have been plummeting.  In other 

words, setting up a website to sell products is now much cheaper than setting up a brick and 

mortar store.  This increasing cost advantage explains the rapid growth of e-commerce.  

                                                            
35 These occupations only account for 3 percent of total sales compensation in the OES data, and are sometimes 
omitted in the public OES data.  Furthermore, their aggregate employment share is not stable across OES years.  I 
aggregated the public OES across all years in the sample (2002‐2015) and calculated a ratio for each wholesale 
category, each retail category, the combined manufacturing sector and the combined rest of the economy.  I then 
assume that these shares are fixed over time. 
36 These values are calculated for consumer experiences, so each retail subsector and wholesale subsector is 
weighted by its consumer share.  Results are mostly robust to different weighting schemes. 
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However, most people still prefer to shop at brick and mortar stores and therefore “free” 

shopping experiences still account for a large majority of consumer purchases. 

 

GDP Quantity Indexes with “Free” Shopping Experiences 

Figure 7 recalculates overall GDP quantity using the nominal values in Figure 4 and the 

price indexes in Figure 5.37  Just like Figure 4, I find a clear trend break in the early 2000’s.  

Between 1929 and 2002, measured real growth falls very slightly.  Between 2002 and 2016, 

measured real growth increases by 0.07 percentage points per year.  I calculate that the 

experimental methodology reduces the post-2002 slowdown in real GDP growth from 1.66 

percentage points per year to 1.60 percentage points per year.  This is not enough to reverse the 

economic slowdown – but it does ameliorate it.  

In 1988, Gordon and Bailey argued that BLS’s published statistics do not track improved 

retail amenities and therefore underestimate recent output growth in the retail sector.  Consistent 

with that argument, Figure 7 shows that “free” consumer shopping experiences add 0.04 

percentage points annually to real GDP growth from 1972 to 1986.  In other words, retail 

amenities are one component of the “free” consumer shopping experiences tracked in my 

experimental methodology.  As a result, Figure 7 captures longer store hours and other shopping 

improvements in real GDP.  However, I will show in the next section that this real output growth 

is almost precisely offset by an increase in shopping time, so there is little net change in the real 

quantity of “free” shopping experiences provided per hour or retail productivity.38 

In earlier research, I found a dramatic decline in print content that was almost certainly 

caused by competition from digital content (Nakamura, Samuels and Soloveichik 2017).   When 

I first started this research, I expected to find similar declines in “free” shopping experiences 

caused by competition from e-commerce.  In fact, Figure 7 shows that “free” shopping 

experiences have risen faster than overall GDP.  This result is consistent with industry research 

on ‘webrooming’ (Hof 2015), where shoppers first research products online and then visit stores 

                                                            
37 I calculate separate price indexes for each major industry sector, with each price using a different weight for 
display versus verbal.  The weights are based on estimated consumer sales, so they should be seen as a CPI rather 
than a PPI.  Aggregate GDP results are similar if I used a combined price index rather than a separate one. 
38 Longer shopping times may explain the difference in productivity growth for food and non‐food shopping.  
However, I was not able to find reliable historical data splitting food shopping, so I cannot be certain. 
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to test them in person.  Or they might order them online, test them at home and then return them 

if they are unsatisfactory.  The complementarity is also consistent with a theoretical model 

developed by Ofek, Katona and Sarvary (2011) where retailers differentiate by offering both 

online and offline purchasing options.  Of course, this current complementarity may eventually 

disappear when consumers get familiar enough with e-commerce. 

The dramatic real GDP impact shown in Figure 7 may help explain the high consumer 

surplus from e-commerce reported by Brynjolfsson, Eggers and Gannanemi (2018).  At first 

glance, a consumer surplus of $842 per person per year from e-commerce seems implausibly 

high.  After all, total retail e-commerce sales were only $1,200 per person in 2016 and most 

goods bought online are priced similarly online and offline (Cavallo 2017).  So, it might seem 

that giving up e-commerce would entail only a few extra trips to the store and possibly a minor 

increase in out-of-pocket spending.  However, Figure 7 suggests that brick and mortar stores may 

be providing significantly better “free” shopping experiences in response to the competition from 

e-commerce.  Since 2002, I calculate that the improvement in “free” shopping experiences 

increases real GDP growth by 0.06% per year.  Cumulating over 14 years, that growth increase 

adds approximately $700 per adult per year to real GDP - close to the $842 reported.42 

 

Quantity Indexes for Sales Attention 

If there was only interest in real GDP, Figure 7 would be enough to fully measure the 

impact of ‘free’ shopping experiences on the economy.  However, most policy-makers and 

researchers are interested in decomposing real GDP growth into the component parts of TFP 

growth for individual industries, quantity growth of capital, quantity growth of labor and 

quantity growth of other inputs.  Holding real information output fixed, my experimental 

methodology treats more sales attention as an increase in inputs and therefore a reduction in TFP 

for the industries producing shopping experiences.  For other industries, more sales attention is 

considered an increase in gross output and therefore an increase in TFP.  The intuition for this is 

that some companies use shopping experiences as an input.  Sales attention is the implicit 

payment for that ‘free’ business information, so it is counted as an output. 
                                                            
42 I assume children do little shopping, and therefore allocate all consumption gains to adults.  Of course, a single 
individual who gives up e‐commerce might still benefit from economy‐wide changes in the retail sector.  However, 
it seems reasonable to assume that survey respondents do not consider pooling equilibria in their answers. 
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I use shopping time as a quantity index for sales attention.  Since 2003, the American 

Time Use Survey (ATUS) has tracked time use for a large and representative sample of adults.  

The ATUS tracks both activities and location for their sample, so it is straightforward to 

calculate the time spent at both grocery stores and other consumer goods stores.  I use this time 

as a quantity index for sales attention at brick and mortar retailers.43  Unfortunately, the ATUS 

does not report usable data on sales attention for services, sales attention for e-commerce or other 

non-traditional shopping.44  In my TFP calculations, I assume that those sellers pay the same 

viewership price as brick and mortar retailers in every given year.  In other words, service sector 

industries improve their “free” shopping experience at the same rate as goods sector industries. 

Figure 8 shows average time spent on shopping from 2003 to 2016.  The effects of e-

commerce are plain: non-food shopping time fell 20% even as food shopping remained steady.  

Over the same time period, the non-food market share for e-ecommerce only rose from 1% to 

7%.  Even if every online shopper completely avoided brick and mortar stores, it would not be 

enough to explain the decline.  Clearly, brick and mortar shoppers are buying their goods faster.   

Figure 9 shows self-reported stress for 2010, 2012 and 2013.  Once again, the effects of 

e-commerce are plain: non-food shopping stress fell 30% even as food shopping stress rose.  

This decrease in stress may indicate that stores are using fewer high pressure sales tactics.  In 

other words, brick and mortar stores may be demanding less attention per hour of shopping.  If 

so, then the time decrease shown in Figure 8 may underestimate the true impact of e-commerce.  

However, the ATUS only tracks stress for three years and the relationship between stress and 

sales attention is somewhat speculative.  Accordingly, I will not adjust the quantity index shown 

in Figure 8 for self-reported stress.  I will also not adjust for potentially relevant factors such as 

shopper income, time of day, credit card usage, or other factors that retail stores might value. 

                                                            
43 Some individuals report non‐shopping activities while in stores.  For example, a husband might accompany his 
wife to the mall and then read while she shops.  Conversely, some people report shopping at home.  This research 
is focused on brick and mortar stores, so I track location rather than activity.   In practice, the ratio (time in brick 
and mortar stores): (time spent shopping) has not changed much.  Either e‐commerce is very quick, or people 
report another activity code for it.  
44Prescription drug salespeople generally target potential customers through doctors offices and other medical 
locations.  Similarly, vehicle dealers generally target potential customers with offsite test drives or “free” vehicle 
services like oil changes.  Accordingly, I believe that shopping time for these categories is unlikely to be reported 
with a location “other consumer good stores”.  In order to be consistent, the hourly “earnings” index shown in 
Figure 10 only counts “free” shopping experiences at brick and mortar stores.  
A small portion of brick and mortar store sales are actually transacted online, over the phone or otherwise done 
remotely.  In future drafts of this paper, I hope to adjust my calculations in Figure 10 for these remote sales 
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It is difficult to track shopping time before 2003.  Time diary studies were conducted 

periodically, but they are often small and unrepresentative.  For now, I use the time diaries 

available on Ipum’s website back to 1965.  These time diaries often focused on a specific 

population or a specific month, so they might be representative.  I adjust for these sample 

differences by constructing an ATUS sample to match each earlier time use survey. Before 1965, 

I was only able to locate two potentially representative studies: a 1954 Ward and Beecher time 

diary study described in a later book (de Grazia 1964) and a 1939 time diary done on a small 

sample (Sorokin and Berger).  I use those studies to extrapolate shopping time back to 1929.  

Consistent with the broad studies cited above, time diary surveys focusing on suburban married 

women also show a large increase in shopping time (Walker and Woods 1976). 

Splitting food and non-food shopping time is particularly difficult.  I was not able to find 

time diary data before 1993, so I relied on the academic literature.  In particular, I used a 1986 

survey of dual career households (Kolodinsky and LeBrecque 1996), a 1978 thesis tracking 

employed and nonemployed women (Amling), a 1950’s study of shopping time by store type 

(Highway Research Board 1955), and a 1952 survey giving a count of shopping trips by store 

type (de Grazia 1965).  Just like before, I use the ATUS’s microdata to adjust for these sample 

differences.  Readers should note that my precise historical TFP results are somewhat sensitive 

to the split between food and non-food shopping.   However, the qualitative results are robust.45 

Figure 8 shows average time spent shopping from 1929 to 2016.  The most striking 

results is a very large increase in shopping time from 1955 to 1975.  After 1975, shopping time 

plateaued and then started to decrease in 2003.46  To be clear, this increase in consumer shopping 

time represents a large input increase for brick and mortar stores.  Every minute that a shopper is 

in a store, they are exposed to more sales pitches and are more likely to buy unplanned items. 

 

Why Has Shopping Time Increased So Much? 

In the short-term, brick and mortar stores can easily increase shopping time.  To start out, 

product variety is a major determinant of shopping time.  Customers who want a specific item 

must spend more time searching for it when the specific item is surrounded by unwanted 
                                                            
45 My historical TFP results are not robust to large changes in total shopping time. In particular, I do not use a 1959 
study of Georgia women (Bailey) because its food shopping time is so inconsistent with other surveys. 
46 This pattern may partially explain why it is so difficult to find historical data on shopping time.  Before the 
1970’s, shopping was a relatively minor category – so time diaries did not bother tracking it separately. 
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varieties.  And customers who don’t know their preferred item are likely to spend more time 

researching when there are more varieties available.48  Stores can also use simpler methods like 

locating milk in the back of a grocery store or training salespeople to give long answers.  

However, all of these strategies come at a cost.  Customers generally do not enjoy shopping and 

they are wary of being tempted to spend extra money.  So, stores which demand more shopping 

time risk losing customers unless they provide better “free” shopping experiences to compensate.   

  Competition from e-commerce is one possible explanation for recent decrease in 

shopping time.49  Even if relatively few people are buying online, almost all adults have enough 

Internet access to shop online if their local brick and mortar store does not offer a good enough 

“free” shopping experience.  In particular, many brick and mortar stores have made consumer 

returns easier to compete with e-commerce (Phillips 2017).  These easier returns probably 

substitute for careful examination before purchase, and therefore enable faster shopping on 

average.  Similarly, better trained salespeople may also enable faster shopping. 

Consistent with the competition explanation, grocery stores have not yet felt much 

competitive pressure from e-commerce and so food shopping time not yet decreased.  However, 

e-commerce has started to move into the food sector.  In particular, Amazon recently started 

delivering fresh food in select cities.  If food becomes a significant part of the e-commerce 

sector, I predict that grocery stores will be forced to improve their service to compete.  This 

prediction is consistent with a recent paper documenting that Walmart entry improves the 

shopping experience at nearby supermarkets (Matsa 2011).   

The huge increase in shopping time from 1955 to 1975 is more difficult to explain. 

Declining competition from telephone shopping may have played a role.  In 1943, approximately 

5% of households did their shopping by phone (Cantril and Strunk 1951) and phone shopping 

was still common in 1960.  However, discount department stores rarely offered phone shopping 

because they did not provide delivery services or other necessary compliments (Rich 1963).  As 

                                                            
48 Unfortunately, I was not able to find data tracking variety by store.  It is true that the number of UPC codes has 
been increasing – but many UPC codes are such close substitutes (e.g. generic vs. name brand flour) that new 
varieties are irrelevant.  Conversely, some UPC codes combine very different items (e.g. fresh vs. stale bread).   
49Actual e‐commerce sales were very small before 2005.  However, Webvan, Pets.com and other dot.com failures 
may have provided competition without selling anything.  Even non‐retail Internet firms could have provided 
alternative leisure options for teens and thereby drove up the implicit price for their sales attention. 
Mail‐order catalogues  were important early in the 1900’s,  
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a result, telephone shopping likely declined dramatically with the entrance of discount retailers.50 

In addition, the retail sector was gradually consolidating from small individual stores to shopping 

malls51 and big box stores.  Perhaps this consolidation reduced competition in the retail sector 

and allowed stores to make shopping longer?  Another possibility is employee theft.  Many retail 

stores use either paid mystery shoppers or regular amateur shoppers to supervise employees.  

Perhaps retailers felt that the young Baby Boomers entering the workforce from 1960 to 1980 

required more supervision than their previous employees?  In other words, the observed increase 

in employee theft might have been much higher if the young Baby Boomers hadn’t been watched 

by customers constantly (Curtis 1983) 

 

Prices for Sales Attention 

Figure 10 calculates hourly ‘earnings’ for sales attention by dividing nominal sales output 

with the quantity index shown in Figure 8.  I find a dramatic L-shaped pattern.  In 1948, the 

typical employee earned $1.41 per hour working in the market sector, the typical non-food 

shopper earned $2.25 per hour of sales attention and the typical food shopper earned $1.58 per 

hour of sales attention.   Over the next half century, hourly “earnings” for sales attention grew 

significantly slower than market wages.  By 2002, the typical employee earned $20.48 per hour 

working in the market sector, the typical non-food shopper “earned” $4.02 per hour of sales 

attention and the typical food shopper “earned” $2.39 per hour of sales attention.  After 2002, 

“earnings” for sales attention grow at approximately the same rate as market wages.  This growth 

acceleration is large enough to have significant consumer welfare implications. 

It is important to note that hourly prices for sales attention are much higher than hourly 

prices for advertising viewership or marketing viewership.  In 2015, I calculate that the average 

television commercial viewer only “earned” $0.69 per hour, a seventh of the “earnings” for sales 

attention.  This can be explained both from a supply side and a demand side.  On the supply side, 

shopping is generally considered less pleasant and more difficult than watching television – so 

households expect higher value per hour.  On the demand side, shoppers currently in a store are 

much more likely to buy a particular good in the near future than random television viewers – so 
                                                            
50 Catalogues are another potential competitor to in‐store shopping.  These catalogues were important early in the 
1900’s, but but they shrank rapidly when the automobile was introduced.  So, they are unlikely to explain the drop 
between 1955 and 1975.  Furthermore, many catalogue sales were actually done by phone rather than postal mail.  
51 Each store in the shopping mall is individually owned, but the joint property manager makes collusion easier. 
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sellers expect a larger impact from promoting a product or service.  As a result, my TFP 

calculations give a much higher weight to sales attention than television commercial viewership. 

 

Recalculating TFP Using My Experimental Treatment of ‘Free’ Information. 

This section calculates industry-level statistics for each of the 63 business sector industry 

categories tracked by BEA and BLS in their joint production accounts.  By construction, the total 

change to private business sector TFP is simply the sum of each component.  In order to make 

my TFP numbers more comparable to the existing literature, I treat the production of sales 

attention as an entirely new industry which is excluded from the 63 industry categories.  I also 

exclude the government sector.  Because of this focus, my TFP numbers only track private sector 

business and are not representative of the entire economy.53   

Figure 11 shows the changes to aggregate TFP from each of the “free” shopping 

experience categories.  I find a large increase in measured TFP growth after 2002, and a modest 

decline in TFP growth before 2002.  In total, the post-2002 TFP slowdown shrinks from 0.44 

percentage points per year to only 0.26 percentage points per year.  In comparison, “free” digital 

content only shrinks the post-2002 TFP slowdown by 0.07 percentage points per year. The larger 

impact of “free” shopping experiences is due to its larger nominal size.  In other words, “free” 

digital content has been growing much faster than “free” shopping experiences – but the sector is 

still so small that it has little aggregate impact. 

Readers should note that the precise TFP calculations for each industry are somewhat 

speculative.  Manufacturers, wholesalers, retailers and other industries often have complex 

contracts that share responsibility for “free” shopping experiences.  For example, manufacturers 

frequently offer product discounts and other concessions in return for retailers stocking their 

product in endcaps or other high profile locations.  Similarly, manufacturers often compensate 

retailers for accepting consumer returns.  In this paper, I allocate both sales expenses and sales 

opportunity costs in proportion to the sales compensation in the OES data.  As a result, the retail 

and wholesale industry produce a disproportionate share of “free” consumer shopping 

                                                            
53 My exact TFP calculations are based on internal numbers collected by BEA for research purposes.  These 
numbers do not always match perfectly with the joint BLS-BEA production accounts.  However, the differences are 
typically very small and do not impact the revisions to TFP shown. 



33 
 

experiences.  For the interest of readers, I will show those two industries separately.  Results for 

other industries are available upon request. 

Figure 12 focuses on TFP in the wholesale and retail sector.  I find dramatic declines in 

measured TFP growth before 2002 and dramatic increases in measured retail TFP growth after 

2002.  In total, my experimental methodology reduces the post-2002 slowdown in wholesale 

growth from 1.13 percentage points to 0.16 percentage points and reduces the post-2002 

slowdown in retail growth from 0.89 percentage points to 0.11 percentage points.  These changes 

are primarily driven by brick and mortar stores providing “better” free shopping experiences 

faster than they had in the past.  But the generous returns offered by e-commerce companies also 

contributed to the additional retail growth. 

 

Conclusion 

 

The “free” digital economy receives an enormous amount of attention from academics 

and policy-makers.  However, most of that discussion has been focused on the direct effect of the 

Internet.  This paper documents an important indirect effect of the Internet.  Despite the 

relatively small size of the e-commerce sector, it is dramatically increasing competition in the 

overall retail sector.  This new competition results in better shopping experiences and faster 

service at brick and mortar stores. This paper values those service improvements through the 

framework of a barter transaction where consumers give sales attention in return for “free” 

shopping experiences.  I then recalculate GDP, GDP growth, aggregate level productivity of the 

business sector and industry-level productivity growth. 

I find that my experimental methodology reduces the post-2002 TFP slowdown by 0.20 

percentage points per year.  In comparison, my previous research calculated that “free” digital 

content only reduces the post-2002 TFP slowdown by 0.07 percentage points per year.  In other 

words, the indirect productivity effect of the Internet, through better shopping experiences is 

almost triple the direct productivity effect of “free” digital content.  This result highlights the 

importance of competition between the digital economy and the brick and mortar sector.   
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